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ABSTRACT
With the proliferation of the Internet and social media, there is now
a voluminous amount of news, articles, and other text available
online. These resources, while making communication and infor-
mation flow easier and faster, have jeopardized the veracity of the
news that is being distributed. The impact of fake news has been so
deep-rooted in society that it even affected the US election of 2016.
This project used a combination of sentiment analysis and network
metadata in a Machine Learning model to classify fake news. The
study created a scraping tool to accumulate data related to the news
and leveraged four different sub-pipelines for feature engineering
and feature extraction. The fake news model was trained on the
Random Forest Classifier. Results show that the proposed model
achieved a F1-score greater than 88%. The study has also developed
a web interface to take a URL of the news and display whether the
news is fake.
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1 INTRODUCTION
Fake news is any form of false story or content spread on the
internet to influence people’s view to gain inimical benefits[24].
Detecting fake news in the digital world is a significant challenge
in overcoming the widespread dissemination of rumors and biases.
Although there has been significant progress in fake news detection,
a concrete set of solutions is yet to be established as the standard.
Companies such as Facebook, Twitter and Google are facing chal-
lenges in tackling this problem to ensure a platform where people
can trust the newsfeed content.

Fake news affects human judgment and behavior. In the spring
of 2018, there was an article spreading the news that "Cadbury
chocolate is infected with HIV-Positive Blood" with a video of boxes
of the chocolate being burnt. This post gained traction on Facebook,
especially in South-Asian countries such as India. Rumors began to
spread, damaging Cadbury’s reputation, and even people who did
check other sources to make sure that the news was false became
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hesitant about buying those chocolates[25]. Thus, it is imperative
to detect and limit the spread of fake news.

This project built a classification model using machine learning
to detect fake news and implemented the machine learning model
using a web-based application. In this project, the fake news de-
tection is a binary classification problem - news is either fake or
reliable. A user-friendly web interface was built to enable users to
easily query a news source using a URL and determine if the news
is fake (the application does not provide a percentage probability
score for the classification).

The term “fake news” can be applied to various forms of content.
It can be a misleading video, an altered image, a biased news article
that does not represent the reality or even posts in social media that
are blatantly false. This project is focused on the text and metadata
of the fake news, and pictures and videos for fake news detection
were not considered. Fake news can also be found in different
domains such as politics, finance, sports, entertainment, and others.
Because different domains differ in the content type and the choice
of words, there are challenges associated with building a classifier
that works for all kinds of domains. This issue was addressed in the
study by using a fake news dataset that covered different domains
ranging from politics, finance, sports, entertainment, blogs, etc.

In this study, I implemented a hybrid approach, which combines
the sentiment analysis with network approach by using metadata
to detect fake news. While most of the research[1, 5, 9, 19, 22] has
focused on either linguistic cue approaches (with machine learning)
or network analysis approaches, this innovative hybrid approach
can outperform previous methods by using the merits of both the
methods. Specifically, the intuition of the hybrid model is that the
feature sets of linguistic cues will complement the metadata to
reveal a visible pattern in fake news.

The following are themajor contributions of this research project:
• This study used Facebook Analytics metadata for fake news
detection.

• The machine learning model implemented feature engineer-
ing for text and metadata.

• The project built a scraping tools to accumulate new source
and social media data for article content, metadata, and social
media popularity.

• The project developed a web-based application that takes a
URL to classify the news or article as fake or reliable.

• The web-based application stores the query with fake news
label in a dataset which over time can be used as an extension
of the Fake News Corpus.

The rest of this paper is organized as follows. Section 2 discusses
the strategies of prior researchers and highlights the merits and
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demerits of their approaches. Section 3 explains the fake news detec-
tion algorithms and its implementation details. Section 4 presents
extensive evaluation and experimental results of the proposed classi-
ficationmodel. Finally, Section 5 draws the conclusions and presents
future work in the area of research.

2 RELATEDWORK
Automating the process of detecting fake news requires algorithms
that can look at different features exhibited by fake news. In a
broad perspective, researchers primarily used two prominent ap-
proaches, namely Linguistic Approaches and Network Approaches.
This section looks at some related works that have leveraged these
techniques to detect fake news and explores the literature on the
Linguistic Approach, the Network Approaches and the machine
learning classifiers used in implementing the models.

2.1 Linguistic Approach
Linguistic approach uses linguistic cues to find patterns in fake
news and uses those patterns to detect fake news. Research has
shown that deceivers use language in a specific way to make fake
news seem legitimate. For instance, Singh et al. found that fake
news tends to be shorter in length, convey less expertise, appear
more negative in tone, and denote lesser "analytical thinking with
more informal, personal, here-and-now, and narrative thinking"[21].
They concluded that fake news articles also appeared to be more
authentic.

Similarly, Feng and Hirst claimed that when people lie, language
"leakage" occurs, which is the use of negative emotion words, sim-
ilar conjunction and different patterns of the pronoun[9]. These
verbal patterns, although hard to monitor, provide information that
has helped people to identify fake stories or lies. The linguistic
approach uses these language leakages and deceptive cues found
in the content to detect fake news[6]. In Machine Learning and
Natural Language Processing, words have to be represented in nu-
merical form for machines to understand and apply algorithms. The
following are representations that researchers have used to convert
raw text to a sensible vector representation.

2.1.1 Bag of Words Data Representation. Bag of words is the rep-
resentation in analyzing cues and frequencies of a word in a text.
The bag of words is like a JSON object containing a list of words
as keys and the word frequency as the value. Using single words
and n-grams prevalent in fake articles, this approach can check
for dominance of such words in the text to conclude whether the
material is fake[1]. Further, researchers have used part of speech
tagging of words[6] as well as location-based[12] tagging to reveal
cues.

The simple bag of words representation succumbs to the high
frequency of common words such as pronouns (I, he, she, they),
articles (a, an, the), etc. The Term Frequency-Inverse Document
Frequency (tf-idf) transformation overcomes this inefficiency by
penalizing the frequency of the words that are used heavily in a
document; it provides a better representation for the frequency
of the words in the documents that have been adjusted for words
occurring frequently.

The limitation of the bag of words approach is that it is solely
based on using words in the document without taking into consid-
eration any context information. Alternate word representations
such as word vector representation (see Section 2.1.4) consider the
word context in a document.

2.1.2 Syntax Analysis. Since analysis of words is not enough for
predicting fake news, other linguistic approaches such as analy-
sis of the syntax and grammar of the language have to be taken
into consideration. Researchers have used Probability Context-Free
Grammars (PCFG) to transform sentences into parse trees that de-
scribe sentence structure [6][8]. Feng et al. used PCFG to transform
sentences to a recursive syntax structure (such as noun and verb
phrases) parse tree for deception detection with an accuracy of 85%
[8]. Syntax Analysis is widely-used for sentiment analysis. Third
party tools such as the Stanford Parser[7] and AutoSlog-TS syntax
analyzer[6] are often combined with other linguistic and network
approaches for better performance[6][9].

2.1.3 Semantic Analysis. In most cases, the truthfulness of certain
reviews or text can be predicted by examining the comments and
similar articles. If most similar articles are not in line with the news,
it is most likely that the news might be biased or fake. Similarly,
the comments on the article can be used to evaluate whether the
facts in the article are reliable.

Semantic Analysis approach is like an extension of the n-gram
model plus syntaxmodel alongwith profile compatibility features[6][9].
Feng and Hirst applied this approach by aligning author’s profiles
with veracity assessment and gained an accuracy of 91% in detect-
ing deception[9]. The major drawbacks of this approach includes
the difficulty in automatically finding similar articles, checking
profile compatibility, and accounting for different words that imply
the same thing.

2.1.4 Word Vector Representation. While there are traditional rep-
resentations such as one hot word encoding which maps a word to
a unique vector, there are many limitations of such representations.
One hot representation is a sparse matrix containing N dimensions
for N words which suffers from the curse of dimensionality as the
vocabulary grows[28]. Moreover, the representation suffers from
data sparsity as it cannot handle words that are not seen in the
training set[26].

Mikolov et al. proposed alternate word to vector models, Skip-
gram andContinuous bags ofword (CBOW), to combat the previously-
mentioned challengeswithword representation[13]. They proposed
a two-layered neural network model to process raw text into a word
vector. The skip-gram and CBOW models group similar words em-
bedding closer in a vector space so that similar words such as “Man
and King” will appear closer than “Man and Car”. In the skip-gram
model, a word in the sentence is used to predict a larger context
while the context of a sentence is used to predict a target word in
the CBOW.

As an extension to the word vector models, Mikolov proposed
a vector representation (Doc2Vec[11]) for a document rather than
a sentence. This extension adds a paragraph or a document to-
ken along with the words in the documents. The paragraph to-
ken can be thought of as another word, but it acts as the topic of
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the document[11]. Implemented using the feedforward and recur-
rent neural networks, the Doc2Vec model achieves an error rate of
7.42%[11] which is 1.3% absolute improvement over the best previ-
ous result of Wang & Manning [27]. In this project, the Doc2Vec
model was used to represent the text because of its superior perfor-
mance.

2.2 Network Approaches
The internet contains huge amount of metadata that can be lever-
aged to predict the reliability of the source. Twitter, Facebook, and
Google have large network dataset associated with every user that
can be used in the network approaches.

2.2.1 Metadata. The network approach examines the metadata
such as URL, authors, social media likes, etc. to get insight into
whether the source is reliable. Chu et al. used metadata to determine
the behavior of questionable sources[4].

My model takes into account the metadata of the site in con-
junction with the features generated through sentiment analysis.
The convergence of these sets of distinct features provides the ma-
chine learning more patterns to discover which ultimately leads to
a better classification model.

2.2.2 Linked Data and Fact Checking. The veracity of the news
can also be determined by checking facts mentioned in the news.
Drawing a network relation for facts checking is one approach
for this. Fact checking is merely a way of using the knowledge
networks to check facts. Certain factual statements containing
data or relationships can be verified using trusted sources. One of
such methods is to use knowledge networks and publicly available
structured data, such as DBpedia ontology, or the Google Relation
Extraction Corpus (GREC)[6].

Although fact checking has several advantages in correctly clas-
sifying fake news, it is a separate research domain on its own and,
given the time constraint, this research project does not look into
fact checking.

2.3 Machine Learning Classifiers
Researchers have utilized machine learning algorithms with com-
plex mathematical models to learn patterns from the labeled train-
ing data. For instance, the clustering algorithm can be used to find
the numeric distance between texts to classify fake news. Zhang
et al. built a model using Support Vector Machines (SVM) that
uses different clustering methods to calculate distance functions be-
tween the text data in a linear space [29]. Support Vector Machines
(SVM)[10] use the training data to find an optimal hyperplane in
n-dimensional space that can be used for classification.

Oraby et al. used the Naïve Bayesian algorithm to classify text
based on the correlation between a given variable such as syntax
and the other variables present in the model[14].

Natali et al. developed a Capture, Score, and Integrate model (CSI)
using recurrent neural networks[18]. This system is one of the few
hybrid implementations that considers news article representation
for linguistic analysis and scores the users based on their behaviors.

Random forest is an ensemble learning method that uses a col-
lection of decision trees trained on a random subset of the data
for prediction[2]. A decision tree is a tree with a set of rules or

questions that are traversed in a particular order to output a label.
The random forest trains multitudes of decision trees, all of which
vote for a classification. My project implements the random for-
est algorithm to train the classification model (see Section 3.3 for
details).

3 DESIGN AND IMPLEMENTATION
I propose an end to end system to predict whether a news article is
fake. It accepts a URL and classifies the news as fake or reliable. This
section dives deeper into the system architectures, the machine
learning pipeline and the integration of the machine learning model
with the whole system.

3.1 Overview
As shown in Figure 1, there are four major components in the
system: front-endweb user interface, back-end flask server, machine
learning model and database layer.

Figure 1: System Architecture Diagram.

Front-end Input: The web interface takes a URL as input and
requests the Flask back-end for a prediction.

Flask Back-end: The back-end takes a URL and makes API calls
to collect the text content, metadata and Facebook trend metrics
(reactions, shares, and comments). Python’s Newspaper library is
used to scrape the website for text content and name of the author.
The metadata such as domain score and domain rank are fetched
through an API call to the Open PageRank server. The domain
metadata are collected from the Open PageRank because it is an
open source page ranker and is a substitute for the former Google
PageRank (Google closed the Google PageRank API to the public in
2016 [23]). For the popularity metrics in social media, the system
uses Facebook’s Graphs API to collect the total counts of reaction,
shares and comments of a particular business or page in Facebook.
After 2015, Twitter has removed the API to track the share count of
a URL and so this system does not use Twitter as a source of share
metrics.
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Machine LearningModel: The accumulated text and metadata
of the news source are passed to the trainedmachine learningmodel
to predict the reliability of the news. Section 3.2 explains details of
the machine learning pipeline used in the model.

Database Entry and Result: After the prediction is made, the
back-end stores the data along with the prediction in the corpus
database and returns the result to the front end.

3.2 Machine Learning Pipeline
My machine learning pipeline is composed of four sub-pipelines:
text pipeline, sentiment pipeline, numeric pipeline, and hashing
pipeline. Each of these sub-pipelines implements data preprocessing
and feature engineering to extract features used for training the
classifying algorithm. Using the sub-pipelines (see Figure 2), I was
able to structure the code in a way that is modular, easier to read
and avoids code duplication. The inputs for my model are listed in
Table 1.

Table 1: The input features for the model

Content The text of the article/news
Title The title of the news
Reactions count Facebook reaction count (like, happy,

sad, angry) for the particular domain
Comments count Facebook comments count for the par-

ticular domain
Shares count Facebook shares count for the particular

domain
Domain score The score of the domain collected from

Open PageRank
Rank The overall rank of the domain
Domain The domain of the news source
Authors The authors of the news

3.2.1 Text Pipeline. The text pipeline transforms the text content
into a vector format that the algorithm can use. Gensim[16], a
python NLP library, was used to implement the document to vec-
tor(doctoVec) model using the hierarchical softmax algorithm[13].
This specific model was chosen because it was previously shown to
perform significantly better than models such as Latent Semantic
Analysis (LSA) and Latent Dirichlet Allocation (LDA) [13]. The
output of doctoVec is a spare matrix that could easily be used in
the classification algorithm.

3.2.2 Sentiment Pipeline. The sentiment pipeline is a feature engi-
neering pipeline that takes the text content and implements Natural
Language Processing (NLP) to calculate polarity and subjectivity
of the text. The polarity of the text indicates to the classifying algo-
rithm the degree of positive or negative emotional sentiments in
the text. Fake news have a strong positive or negative sentiment of
hate, anger or resentment [21], and, in my model, the polarity of
the text captures these cues. Likewise, the subjectivity of the text
conveys the use of personal tones or expressions in the text, and
these cues can help in bias detection in my model. Python’s NLP
library, Textblob, is used to calculate the polarity and subjectivity
of the content. The pipeline also normalizes the new features using

Figure 2: Machine Learning Pipeline.

the Standard Z-score normalization for better performance and
results of the classification algorithm.

3.2.3 Numeric Pipeline. The numeric pipeline takes the numeric
data - namely domain rank and score, Facebook likes, shares and
comments - and normalizes it using the standard Z-score normal-
ization. I normalized numeric features because features in most
machine learning algorithms perform better with normalized data.

3.2.4 Hashing Pipeline. The hashing pipeline takes as input the
domain and authors of the news source and implements feature
hashing to uniquely map the respective features into a unique
feature hash vector. This pipeline implements feature extraction to
convert domain and authors in a vector form that can be passed on
to the machine learning classifier for training.

The sub-pipelines generate a feature set that trains the machine
learning algorithm. The features extracted from the sub-pipeline are
aggregated and passed on for training the random forest classifier.

3.3 Random Forest Implementation
Random Forest performs well on classification problems [3]. This
algorithm was chosen for four main reasons. First, the intuition of
traversing a set of questions using decision trees makes more sense
given the numerical and categorical feature set. For example, if the
domain score and Facebook popularity metrics are meager, then it
is a good indicator that the news might not be as reliable. A similar
comparison of the word vector will help in finding a pattern in fake
news. Second, the random forest also supports different feature
types including binary, categorical, numerical and especially spare
matrix which is used to represent the word vector. Third, since
random forest uses a collection of decision trees that are trained
on a subset of the dataset, it is very rare for the model to overfit.
Overfitting is a problem that is difficult to detect and fix, and any
option to limit overfitting is a step toward building a better classifier.
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Finally, random forest works well on a large data set, and as the
corpus expands, this is a suitable algorithm for the task.

It is important to note that the random forest algorithm, like any
other ensemble algorithm, takes more time to train than prominent
algorithms such as Logistic Regression and Decision Trees. How-
ever, this issue can be tackled by using more workers in a parallel
and distributed system environment.

4 EVALUATION AND RESULTS
The experiments were conducted on the Earlham College Cluster
Node, Pollock. Pollock has AMD Opteron(tm) Processor and 132GB
memory. Two datasets, the FakeNewsCorpus[24] and Getting Real
about Fake News (GRFN) [17], were used for evaluation of the
machine learning model. The FakeNewsCorpus dataset contains
more than 9 million articles with nine labeled categories indicating
the news as reliable or fake (i.e., fake, satire, reliable, unreliable,
etc.). The Getting Real about Fake News dataset contains more than
13,000 fake news articles. Since the FakeNewsCorpus had a large
dataset with a variety of news sources with both reliable and fake
news, it was chosen as the primary training dataset and the GRFN
was used as a testing set for one of the two tests.

4.1 Data Preprocessing
The Random Forest algorithm was implemented using Sci-kit Learn
[15], an open-source machine learning library for Python. Since
Scikit-learn has memory and performance limitations with the
large dataset, PySpark was used to randomly select a subset of
both reliable and fake news from the FakeNewsCorpus to create
a smaller dataset (referred as the modified FakeNewsCorpus) con-
taining 200,000 entries of labeled news sources. The articles from
FakeNewsCorpus were randomly selected because the distribution
of the dataset was unknown and random selection minimized the
chances of having a biased dataset.

Since the features in the dataset are unique for every article, the
entries with missing features or articles were removed from both
the FakeNewsCorpus and GRFN dataset. The Facebook Graphs API
was used to integrate the likes, comments, and share counts data to
the dataset. The domain related metadata were accumulated from
the Open PageRank.

After the data pre-processing stage, the modified FakeNews-
Corpus had 192,926 article entries and GRFN had 12,345 article
entries.

4.2 Results
Two tests were conducted for evaluating the proposed model. F1-
score, accuracy, precision and recall were used as the metrics for
assessing the model performance. Precision is a good measure to
determine the costs of False Positive (reliable news that was tagged
as false news) while recall is a better measure for the cost of False
Negatives (fake news that was not tagged as fake)[20]. F1-score is
a metric that tries to balance precision and recall and is better for
evaluation of the model.

For the first test, the modified FakeNewsCorpus was divided
as 70% training and 30% testing set. Using this dataset, the model
achieved an accuracy of 99.9% and F1-score of 99.99%. The run-time

for this trial was 2 hours and 32 minutes. The classification report
is summarized in Table 2.

Table 2: Classification Report for FakeNewsCorpus 70-30
test-training

precision recall f1-score support
0 (reliable) 1.00 1.00 1.00 29874
1 (fake) 1.00 1.00 1.00 28004
avg/total 1.00 1.00 1.00 57878

Given that the model achieved an F1-score of 99.99%, I was con-
cerned about over-fitting issues. Although, Random Forest usually
does not over-fit, a second test was conducted using the GRFN
dataset to see how the model performs on a different dataset. Since
GRFN only contained fake news articles, I added 5,000 reliable news
articles from the FakeNewsCorpus that were not used in training
the algorithm. For this evaluation, the model was trained on the
modified FakeNewsCorpus and tested with the GRFN dataset. The
model achieved an accuracy of 87.9% and F1-score of 87.90% as
summarized in Table 3. The run-time for this trial was 2 hours and
26 minutes.

Table 3: Classification Report - training with FakeNewsCor-
pus and testing on GRFN

precision recall f1-score support
0 (reliable) 0.70 1.00 0.83 5000
1 (fake) 1.00 0.83 0.91 12345
avg/total 0.91 0.88 0.88 17345

The results of the experiment with the GFRN dataset shows that
the proposed model is not as accurate as shown in the first exper-
iment. The F1-score decreased to 88.41%, indicating a overfitting
problem. However, an F1-score of 88.41% is still a decent score. The
precision of 91% reveals that 91% of the articles classified as fake
were indeed fake. Similarly, the recall of 88% reveals that the model
correctly classified 88% of fake article as fake. In the evaluation,
recall is an important metric because it specifies the percentage of
fake news articles detected by the model.

Overall, the results of the evaluation proves that the proposed
model for fake news detection can predict fake news with reliable
accuracy.

5 CONCLUSION AND FUTUREWORKS
Fake news detection is an interdisciplinary problem that is chal-
lenging to both the computer scientist and the linguists. One of the
reasons for the hurdles in this problem space is the low inter-rater
reliability (the general agreement among people) for the scope of
fake news. Therefore, every fake news detection model is suscep-
tible to its training dataset for the definition of fake news. The
proposed hybrid model using linguistic cues and network metadata
is no different. However, the dataset used in training the model con-
tains news sources from various fields and sources to accommodate
a broader definition of fake news. The proposed model reached
a high accuracy rate (91% precision, 88% recall, 88% F-score) and



Earlham College, Fall 2018, Richmond, IN Maniz Shrestha

can reliably predict the integrity of unseen news sources. The web
user interface presents the applicability of the model in limiting
the rapid spread of unreliable content on the Internet.

The project can be extended in the future to include fact-checking
and deep syntax analysis, as well as recommending similar credi-
ble articles. Fact-checking can be implemented using knowledge
networks such as DBpedia ontology. Similarly, the Google Relation
Extraction Corpus can also be used to verify factual statements. In
syntax analysis, Probability Context-Free Grammars can be used
to create a recursive parse tree for deception detection[8]. Finally,
similar credible articles recommendation can be implemented by
computing the cosine distance between the document vector repre-
sentations. In the future version of the project, fact-checking will
be the most important addition for fake news detection as it will
improve the assessment of factual content in the news.
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