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Motivation	and	Background

Stock market prediction and developing profitable trading
strategies have always attracted businesses and academia. Previous
studies demonstrated high accuracy in predicting directional
movements of stock prices[1]. However, achieving high directional
accuracy does not directly translate into great profits, as this ignores
the magnitude of stock price fluctuations.

To address this limitation, this study evaluated predictive models
based on three metrics: directional accuracy, closeness, and profit
generated by trading simulation. These three metrics allow for
effective comparison of machine learning algorithms and help
determining the potential applicability of machine learning in
predicting stock prices in a real setting.
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Acknowledgements

References

Datasets

• S&P 500 Index data (an American
stock market index) from Jan 2000 to
Jan 2019.

• The data was pre-processed to
generate ten financial indicators (e.g.
simple moving average)
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Figure	1:	Project	Framework

This project focused on comparing prediction performances of ANN
and SVM based on three evaluation metrics: directional accuracy,
closeness, and trading simulation (see Figure 1). Table 1
describes the formulas used for the three metrics. Moreover, this
study examined how the values yielded from these three metrics
change as the models predict distant futures 1, 3, 5, 10, and 20 days
in advance. To set the model hyperparameters efficiently, different
levels of hyperparameters were tested. Table 2 shows the
hyperparameters that were determined based on the experiments.
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Table	1:	Evaluation	Metrics
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Figure	2:	ANN	vs	SVM	for	20-day	ahead	predictions	

1-day 3-day 5-day 10-day 20-day

Accuracy 51.88% 59.66% 51.17% 66.52% 57.52%

MAPE 0.83% 1.26% 1.36% 1.81% 2.54%

Predicted	return	(P) 0.59% 0.81% 0.52% 0.83% 0.50%

Actual	return	(A) -0.14% 0.22% -1.32% -0.14% -0.74%

P-A 0.73% 0.47% 1.84% 0.97% 1.24%

1-day 3-day 5-day 10-day 20-day

Accuracy 50.00% 56.72% 59.07% 65.03% 71.46%

MAPE 0.66% 1.03% 1.31% 1.81% 2.45%

Predicted	return	(P) 0.29% 0.53% 0.4% 0.33% 0.34%

Actual	Return	(A) -0.78% -0.48% -1.22% -2.01% 0.20%

P-A 1.07% 1.01% 1.62% 2.34% 0.14%

Table	2:	Experiment	Results	for	ANN

Table	3:	Experiment	Results	for	SVM

In terms of directional accuracy and profit prediction, ANN performed
better for 1, 3, 10-day predictions, while SVM performed better for 5
and 20-day predictions. In terms of MAPE, SVM outperformed ANN in
all of the five different predictions. Next steps for this study is to
understand the performance differences between ANN and SVM.
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Hyperparameters ANN SVM

Neurons 80 -

Epochs 1000 -

Momentum	constant 0.2 -

Learning	rate 0.1 -

Kernel - Polynomial

Degree - 1

Regularization - 1

Table	2:	Hyperparameters
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