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ABSTRACT
Using data to quantify the amount of gender bias on certain websites is important to reveal discrimination on online platforms. Online platforms have to be aware of the presence of bias for them to change aspects of their platform to mitigate it. Facebook Reactions were released in 2016 and are an unexplored source to study gender bias. Related work either measures gender bias elsewhere online or analyzes Facebook Reactions for various applications. Gender bias on Facebook might be measured by analyzing the difference in reactions on posts by women or men. This project is studying bias in the Facebook Pages of United States 2020 Senate candidates using Facebook Reactions. Data was collected from Facebook Pages of politicians using a crawler and inserted into a database. The data was analyzed using an entropy function on the reactions for each post and the preliminary results were visualized.
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1 INTRODUCTION
Measuring and quantifying the amount of gender bias on certain websites is important to highlight the presence of discrimination on online platforms. In order for online platforms to change features or rules of their platform to mitigate gender bias, they have to be aware of its existence. For example, the existence of gender bias across Wikipedia, which is generally viewed as an unbiased encyclopedia, can have an effect on the many users who read it [24]. Existing gaps in this topic include sites that have not been analyzed for gender bias, and quantifying the change in gender bias on a site over time. Facebook, due to its privacy restrictions, is a site that has not been studied as much for gender bias. Facebook Reactions, which were released in 2016, are an unexplored and unique source to study gender bias. By analyzing the difference in reactions on posts by or about women and men, gender bias on Facebook can be measured.

The proposed project would specifically study bias on the Facebook pages of 2020 candidates for the United States Senate. Politicians have a particularly large public presence compared to other groups of people. Furthermore, their social media presence and reception could affect their perceived eligibility for office. Mertens et al. explore gender bias in tweets to and from German politicians [18]. This project builds on that work by studying if there is similar gender bias on Facebook towards United States politicians.

Using a Facebook crawler fbCrawl built on the Scrapy framework, data was collected from Facebook pages and processed into a database. The data consists of Facebook Page data for each candidate, and post data for each page. The data was analyzed by calculating the entropy of the reactions for each post. The data analysis of different pages was then compared to see if there were significant differences based on the gender of the politician. Then the preliminary results were visualized.

This paper will first cover related works on online gender bias and Facebook Reactions. Then it will cover the design and implementation of the project, including data collection, data storage, and analysis. Next, preliminary results will be covered. Finally, possibilities for future work will be discussed.

2 RELATED WORK
While there are no current studies that have investigated Facebook Reactions for gender bias, there are both studies that look at gender bias online and studies that research Facebook Reactions for various purposes. This section first discusses background on gender bias against political candidates. Then, studies about gender bias on websites and studies on Facebook Reactions are discussed.

2.1 Gender Bias Facing Political Candidates
There exists a variety of research that explores the effect of gender bias on elections and campaigns. Some research explores the direct effect gender bias has on voting, while other research explores how gender affects people’s impression of a candidate, or the further information they search for on a candidate. Some research uses experimental data, so that data on candidates can be easily manipulated only by gender, and other research uses data from real-life candidates or votes. Current research has varying conclusions about the extent of the effect of gender bias on female candidates.

Aalberg and Jenssen studied the impressions of people after watching one of two speeches from a politician [1]. The politicians are actors, and the speeches are identical, except that one actor is male and one is female. They found that the man was found to be more knowledgeable, trustworthy, and convincing than the woman, mainly due to the scores from male participants. The study was performed in Norway, a country which, prior to the study, has done work to reach close to equal gender representation in government.

However, others argue that baseline preference in an experimental setting does not imply an effect on vote choice in the real world. Ditonto et al. argued that gender does not directly affect vote choice [6]. Instead, a candidate’s gender guides the further information that voters search for over the process of a campaign. Using an environment to simulate campaigns, they found that voters would change the types of information they searched for based on the gender of the candidate. For female candidates, voters would typically search for information related to their competence and how compassionate they are. They argue that this information search
mediates the relationship between stereotypes and final vote decisions, and so the information that voters find when they search about a candidate matters greatly.

Others explore the effect of stereotyping, and how it can in turn affect voting behavior. Sanbonmatsu explored the effect of gender stereotypes on voter behavior [20]. They argued that voters who have a preference for women or men are affected by stereotypes about candidate traits, beliefs, and policy strengths and that these preferences can have an effect on voting behavior. Additionally, Bauer examined automatic stereotype activation of voters from candidates for office [5]. They found that campaign communication causes automatic stereotype activation even when they are not directly proving or disproving a stereotype. This has the effect of diminishing support for female candidates. They argued that this stereotype activation could lead voters to make further stereotype-based inferences that a female candidate lacks the right traits for a leadership role.

Many studies used surveys to examine people’s stereotypes of male and female politicians, and how that affects their voting. Dolan tested the ways gender stereotypes influence people’s willingness to support female candidates [7]. They performed a survey examining stereotypes about male and female politicians. Their results indicated that people hold both policy and trait stereotypes about women and men. Later, Dolan and Lynch examined attitudes about women and men in politics in conjunction with vote choices in United States House elections [8]. They find in line with previous work that gender stereotypes affect people’s evaluations of candidates. However, they find little evidence of stereotypes having a direct impact on the vote.

In another study using real election data as a source, Koch studied elections of United States Senate candidates from 1988 to 1992 [13]. They find that female candidates were evaluated more highly for their perceived ability to handle social issues, but were evaluated lower in terms of their competence. They also found that gendered evaluations were more likely from people who were highly educated. They concluded that these appraisals may have resulted from a gendered pattern of campaign messages and media coverage, and not necessarily the candidates themselves.

Finally, Anstead and Chadwick explore the relationship between technology and political institutions in the age of Web 2.0 [2]. They argued that there is a dialectical relationship between the two. Technologies have the power to reshape political institutions, but those institutions mediate the eventual results of that shaping. They discussed the large role of the Internet in the 2000s in shaping the American campaign environment. Taken today, the even larger roles Facebook, Twitter, and YouTube play in people’s social lives allow the sites to play a large role in many campaigns. They also noted that most campaigning innovations in the 2000s on the Internet took place during primary campaigns. However, they found that the Internet seemed to not be as effective in reaching undecided voters.

2.2 Detecting Gender Bias on Websites

There exist a good number of articles that quantified and measured gender bias using computational methods on a website or over two similar websites. A popular site in the existing literature to analyze for gender bias is Wikipedia. As an encyclopedia site that is edited by the public, the gender bias existing on Wikipedia is of interest, since encyclopedias should be free of bias. Graells-Garrido et al. analyzed meta-data, language, and network structure in biographies on Wikipedia because since they are each about a specific person, they can easily be grouped and compared to study gender bias [10]. Zagovora et al. analyzed German Wikipedia articles about professions to see what combination of male and/or female titles of the profession it used [26].

Since gender bias in professional interactions can affect someone’s career and earnings, other researches focused on sites related to careers. Tang et al. used 10 years of job posts on LinkedIn to analyze gender bias in job postings over time [22]. On the other hand, Hannák et al. focused on two freelance sites and the gender and racial bias of users hiring workers by performing linguistic analysis on reviews and analyzing if ratings and reviews are connected to certain variables [11]. Finally, Imitiaz et al. explored interactions among software engineers and their work by analyzing a set of GitHub users [12].

Other researchers studied gender bias on social media sites. Mertens et al. used the set of tweets collected during the German federal elections in 2017 and used topic modeling and dictionary analysis to study gender bias in interactions with German politicians [18]. Their results show that for every party (excluding the Alternative for Germany party which looks to have no male data) female politicians received a higher ratio of personal to job related words than male politicians. Magno and Weber used data of users from Twitter and Google+ around the world to compare activity and followers between male and female users for each country with that of The Gender Gap Report by the World Economic Forum [16].

Since gender bias is a social issue, researchers needed to find a way to quantify this bias within their datasets. Some authors used existing gender studies research to find ways to quantify bias. For example, Mertens et al. justify using gender studies research that female politicians might receive more personal tweets than professional ones compared to male politicians [18]. Imitiaz et al. used the four effects of gender bias described by William and Dempsey to frame their research [12, 25]. They found measurements to take in their GitHub data that related to each effect and created hypotheses under the assumption that effects of gender bias would be visible on GitHub.

2.3 Facebook Reactions

Despite Facebook Reactions being first released in 2016, there exist several papers already that study them. While no papers found currently have studied gender bias, the methods used by some authors could be adapted to study bias.

Matamoros-Fernandez studied how groups of Facebook users used Facebook Reactions for racist means [17]. While the study is more qualitative than quantitative, it demonstrates how Facebook Reactions can have a negative impact on minority groups.

Authors performed a variety of analyses on the reactions data. Basile et al. used entropy functions on reactions to measure the controversy of posts on different pages of news sites [4]. Their code is published, and can be used to see if posts by or about women are more “controversial” than posts by or about men. Freeman et al.
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measured the Pearson r correlation coefficients for all reaction pairs in their data [9]. Sandoval-Almazan and Valle-Cruz grouped negative and positive Facebook Reactions and measured the sentiment index of a post based on number or positive and negative reactions [21]. Tian et al. applied a K-means clustering algorithm to these Reaction proportions for all posts to investigate which Reactions were most likely to be seen together on a post [23].

Some authors also performed analyses on the comments of posts. Krebs et al. used an emotion lexicon to perform emotion mining on comments [14]. Kuo et al. collected comments by users who reacted on the same post and found lexical patterns in those comments for each reaction [15]. This could be interesting to see if the patterns for a reaction are different based on gender, meaning the emotional usage of the reaction is generally different when reacting to different genders.

Multiple authors stated they used the Facebook Graph API for data collection [3, 9, 14, 19]. However, the Graph API cannot be employed for this project due to changes Facebook made to the API to protect data privacy after the Cambridge Analytica scandal in 2018. This project used a crawler to collect data, but that data will be handled as privately as possible and only consolidated and anonymized data will be published in the Results.

3 DESIGN AND IMPLEMENTATION

The design for the project is shown in Figure 1.

Finally, the average entropy was calculated for all posts, and posts by women or men, with different constraints. While the preliminary results were visualized, there was not time to run extensive tests on the results.

3.1 Data Collection

Data was collected from pages using an open source Facebook crawler built on the Scrapy framework. The program crawls a Facebook page given a page name, and dumps the collected posts into a CSV file. The post data for each page includes the link to the post. The crawler, given a post link, can also collect data for the comments on that post. The crawler also requires a Facebook login to make the request from.

The crawler initially had issues running on the Earlham Computer Science servers, with Facebook blocking requests. After creating a new Facebook account for the sole purpose of this project, and setting up the crawler on the Windows Subsystem for Linux (WSL), the program works a majority of the time. This is reasonably because the request through WSL had the same IP address as when the new account was created.

The page names, along with other information on each candidate running for US Senate in 2020, were collected manually into a spreadsheet. With the wide variability in page names and popularity of candidates, having people fill out the spreadsheet was a simpler solution than trying to build or find a program to search for candidate information. Recruitment for help in filling out the spreadsheet occurred to cut down on the time to collect candidate data.

Many members of Congress have both a Facebook Page for their candidacy and a page for interacting with their constituents as a government official, since this work is required to be separate by law. Because this project is focusing on candidates for US Senate, only the candidate pages are being collected for incumbent candidates.

A few candidates have opted to use their Facebook profile, rather than a Facebook page, for their candidacy. While the structure of posts, reactions, and comments on profiles is the same as a page

2https://github.com/rugantio/fbcrawl
from a user perspective, the crawler being used is unable to collect data from profiles. Therefore, since few cases of profiles have been found, they were ignored.

### 3.2 Data Conversion and Database

The data fetched using the crawler was stored in a Postgres database on the cluster. The generated CSV files were copied into the database to both help manage the data, and allow for simpler comparisons of subsets of the data. The database includes a table generated from the spreadsheet of candidate data, and a table of all crawled posts from pages.

The design for the database is shown in Figure 2. The Page IDs collected manually were also stored in each row in the Posts table for the post a post is on in order to create an index. Because the Page ID is not stored in the collected posts by the crawler, the program that runs the crawler had to keep track of that information until it was entered into the database. To do so, each csv of collected posts from a page was named after that page’s Page ID.

Preprocessing on the CSV files for both pages and posts had to be performed so that the converted files could be easily copied into the database. Two Python scripts were written, one to convert a CSV of candidate data, and one to convert a CSV of posts from a page. The CSV of candidate data was converted to only include candidates that had a Facebook Page. This was so that an index for Page ID could be created on the posts and pages tables. Each CSV file of posts from a page was converted to filter out identical rows generated by the crawler. Numbers that contained characters were also converted so that they could be inserted into the database as integers (eg. 15K was converted to 15000). During the conversion, the Page ID for the post a post was from was also added to each row for the index to be created. The two Python conversion scripts were run using a bash script, using a for loop for the post files.

Two bash scripts were written to make the database tables, one for the posts table and one for the pages table. For the posts table, the converted CSV files were copied in a for loop, and then an entropy column was added for later updates. For the pages table, the converted CSV file was copied, the index created on Page ID, and the column for number of posts collected was updates with the count from the posts table for each Page ID.

### 3.3 Analysis

Preliminary analysis was performed on the reactions for each post. These analyses were compared between posts by female politicians and those by male politicians.

For each post collected, an entropy function was performed on the reactions [4]. The calculations were performed in a Python script using psycopg2 library to retrieve the data from the database, and the entropy function from the SciPy stats library.\(^1\) The script also updated the database for each post with the entropy value for that post’s reactions.

Entropy can be used as a measure of controversy, since the more variety of reactions to a post there are, the higher the entropy will be [4]. For example, the entropy of a post with 10 likes and no other reactions equals 0, while the entropy for a post with 5 likes, 3 ahah, 1 wow, and 1 grr equals 1.69. The entropy equation as it is calculated by the SciPy stats library is shown below, where \(x_i\) is the number of each reaction for a post, and \(p(x_i)\) is the ratio of that reaction to the total reactions on a post.

\[
H(X) = -\sum_{i=1}^{n} p(x_i) \cdot \log(p(x_i))
\]

Finally, two bash scripts were written to generate preliminary results. The first script averaged the entropy over all posts in total, and for male and female candidates. The averages were calculated with certain constraints to see how much the output was affected. The first constraint was date. Because of the timeline for each campaign was different, and the crawler was run at different dates for different pages, the date was set between September 2019 and April 2020, which was found to contain the majority of posts. Another constraint used was to not use posts with under twenty reactions total. This is because posts with very few reactions were thought to be more likely to have outlying entropy values [4].

If the average entropy of female politician’s pages is much higher than that of male politician’s pages, then entropy of Facebook Reactions will be shown to be a valid measure of bias. Figure 3 shows the output from the various averages in the Results section. The second script generates the average entropy for each page, using the same constraints as noted above. The output of that script is included with the software for this project.\(^4\)

### 4 RESULTS

The preliminary results for average entropy over posts are shown in Figure 3. The figure shows that entropy has no clear difference across gender. While performing statistical analysis over different elections, or controlling for other variables may show otherwise, these results show that entropy is probably not a good indicator of gender bias.

However, initial analysis of average entropy over individual pages may continue to support entropy of reactions as a good measurement of controversy. Among the male politicians with the highest average entropy are Mitch McConnell, Lindsey Graham, and Cory Booker. These politicians are all high profile and therefore have been under a fair amount of public scrutiny. Without controlling for date or minimum reactions, the female politician with the highest average entropy is Susan Collins, a candidate currently in a tight election and under much scrutiny. At first glance, the majority of pages with the highest entropy are from male politicians. It is unclear whether this is due to their gender, their behavior, and/or having more years in office.

### 5 FUTURE WORK

There are many possibilities for future work in this project. The data collected from this project and comments data that could be collected has many possibilities for further analysis, results, and testing. Some possibilities for future work within this project are outlined below.

---

1\(^\text{https://github.com/scipy/scipy}\)

4\(^\text{https://gitlab.cluster.earlham.edu/senior-capstones-2020/lmgray16-senior-capstone/blob/master/storage_machine/generateResultsByPage_out.txt}\)
5.1 Comments Analysis

One large possibility for future work within this project would be inspecting the comments on collected posts. Using the already collected post urls, the crawler can collect the comments on a post. The comments on each post could be analyzed for gender bias using Linguistic Inquiry and Word Count (LIWC) dictionaries. Due to gender stereotypes, it is feasible that female politicians receive more personal comments rather than professional ones [18]. Therefore, the log of the ratio of personal vs. job related words could be calculated for each comment. Personal words would be calculated from the LIWC family and friends dictionaries, and job related words from the LIWC work dictionary. The equation for personal vs. job related words is shown below.

\[
\text{personal vs. job} = \log\left(\frac{\text{personal} + 0.5}{\text{job} + 0.5}\right)
\]  

5.2 Testing

Since there are no closely related works to this project, multiple tests could be run to see if the analysis of reactions and/or comments can measure gender bias.

First, a sanity check should be performed on the results. The entropy results could be compared to the work of Basile et al. to see if they are all reasonable values [4]. Similarly, the comment analysis could be compared to the results of Mertens et al. to see if the values are reasonable. This would also see if the gender bias against German politicians on Twitter is any similar to the gender bias against United States politicians on Facebook [18].

Next, the average entropy and personal vs. job related words in comments could be calculated over the collected posts for each page. If outlier posts are found with very high entropy, they may not be calculated in the average if they were inspected and seem to be a controversial news topic rather than an average post by the page. Then it would be checked whether the difference in these averages for male and female politicians is statistically significant. The averages could also be inspected over other categories such as party, age, race, or political status. Party, election, years in office for incumbents, and whether the candidate is challenged in the primary and/or general election is already included in the pages table. If the measurements have a clearer difference over any of these categories rather than gender, then they might not be as good of an indicator of gender bias than they are of something else.

If both the reactions and comment analysis are good indicators of bias, then the measurements should correlate in some way post to post, and/or page to page. Therefore a graph with a point for each post could be plotted with one axis being the entropy and the other being the personal vs. job ratio in comments. Then measurements such as the Pearson correlation coefficient could be calculated on the data to see if entropy correlates with personal vs. job related language.

Finally, another test that could be performed is measuring if the reactions and/or comment analysis correlates with existing analysis of bias against U.S. politicians. As described in Related Work, Magno and Weber test if their measurements of bias are valid by comparing their results to The Global Gender Gap Report [16]. If existing work from other disciplines can be found rating
bias against U.S. politicians, this could be compared to the analysis to test if it is measuring gender bias well.

6 CONCLUSION

Using software and big data to research gender bias online is also still an emerging field with many areas to explore. Additionally, because Facebook Reactions were first released in 2016, research on them and their effect is still limited. The methods used in this project could be used for a variety of research on Facebook and for other categories of pages. While social media data has the potential for privacy issues beyond the scope of this paper, it is clear that it can be used to uncover large trends and learn more about how people communicate and interact with one another.
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