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1 ABSTRACTION

Many of communications, in an information era, are through texts
(Message, Email, Review, etc...) and most of the time, they often
convey a certain emotion. While communication through word of
mouth makes it easy for people to understand others’ emotions
on a subject ( as these emotions are usually shown in their tones,
facial expressions, etc...), communication through texts is harder in
emotion identification. Therefore, we can simplify them by having
the machine doing that for us. In order to do so, we have to make
sure that the accuracy of identifying emotions by the machine
is high. And handling negation is one of the problems that are
preventing the machine to do so.

Sentiment Analysis is the identification and determination of
the emotion within the context of the texts. While researchers
have been successful at making the machine identify the emotion
based on positive/negative keywords (such as like, hate, love, de-
test, etcAAg), they are researching on an ongoing problem of how
negation word (i.e not, don’t, won’t, didn’t, hardly, etc...) will affect
the emotion of the text. A negation word, which consisted of many
phrases, can either amplify or negate the emotion that was in the
text. Therefore, knowing how to handle them correctly will increase
the accuracy of sentiment analysis.

My work is on handling the negation to improve Sentiment
Analysis in the context of Reviews. Most, if not all, reviews usually
convey an emotion toward a subject. My plan is to identify the emo-
tion and the negation word in the reviews, establish a relationship
between the two words, and based on the relationship, output an
indication whether the review is positive or negative.

2 INTRODUCTION

Sentiment Analysis has been one of many popular topics of Nat-
ural Language Processing and Text Analysis for the past decade.
It involves extracting, quantifying, and studying subjective infor-
mation to give insight into a person’s perspectives through word
forms. Therefore, Sentiment Analysis is usually applied in "Voice of
Customers such as reviews, responses from social media. Alexan-
der Pak had illustrated how Twitter is a source for mining data
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for Sentimental Analysis, as most posts on Twitter about a sub-
ject usually reflects users’ opinions and feelings toward that subject
[10]. Twitter’s subjects are usually about politics, entertainment,
news, product reviews so the application of Sentiment Analysis
consists of a wide range, from customer services and marketing to
clinical medicines.

How Sentiment Analysis works: When you feed a Machine Learn-
ing model sentences, the model would identify words that convey
positive and negative tones. After much calculation and evaluation,
the model should be able to categorize the sentences as conveying
positive or negative tones.

However, the basic methods described above have not taken into
account the existence of Negation when it comes to Sentimental
Analysis. Negation words are very common in communication (i.e
not, don’t, won’t, etc..). They can serve to contradict the mean-
ing/purpose/emotions of the sentence or they can serve to amplify
these emotions. For instance, the word "Good" conveys a positive
tone. The word "Not good" conveys a bad tone. On the other hand,
"Not only is it good" will amplify the positive emotions. Failure to
identify the purpose of negation word in the context will, in turn,
reduce the accuracy of the Machine Learning models tremendously,
especially when negation happens in multiple places.

In order to improve the accuracy of the Sentimental Analysis
model, we handle negation properly so that the phrase that goes
with negation would convey its proper positive/negative tone. In
this proposal, I will introduce Negation-Sentiment Scoring System,
which will establish the relationship between Negation Word and
Sentiment Word in a sentence and convey them into a vector which
includes these features [Number of Negation word, Number of
Sentiment word, Number of Positive Word, Number of Negative
words, and the Accumulated Score]. For reviews with multiple
sentences, I apply the Negation-Sentiment Scoring algorithm to
each sentence and merge the vectors created into one vector. [AAZm
going to train a Logistic Regression and Neural Network model to
learn the relationship vector created and the expected output to
make predictions in the future. The efficiency of my model will be
determined by how accurate the model is, which is conveyed by
how many correct predictions it makes.

3 RELATED WORK

The problem of negation is one of the major issues that researchers
in Natural Language Processing have been tackling for years. Ac-
cording to a survey in 2010[14], many creative solutions have been
created, each with their own advantage and disadvantages. One
common theme of these solutions was to identify the polarity words
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(words that indicate positive/negative) and incorporate them with
negation. In this section, we will review some solutions.

One of the solutions proposed was to turn the words following a
negation into features that reflects the opposite sentiments (positive
to negative and vice-versa) of themselves[11]. An example of this
is ‘T do not like cake’. The proposed solution would transform the
sentence to I do not NOT_like NOT_cake’.How Pang et al envision
when he created the solution was that it would be applied to every
sentence and create multiple features that reflect positive/negative
semantics of the text data [11]. This solution could catch all the
negated semantics in a sentence. However, it will also turn the
non-polarity expressions (a word with no sentiments) into negated
expression, like the example above (NOT_cake’ does not have any
meanings and reflect any semantics). This will not only be literacy
inaccurate but also create a sparse amount of features that the
model has to handle.

Polanyi and Zaenen raised the solution of ’Contextual Valence
Shifting’, which assigns scores to words that contain polar expres-
sions(positive negative)[12]. For every word that contains a positive
tone, it will be assigned to a positive score. On the other hand, every
negative word will be assigned with a negative score. For exam-
ple, the word ’like’ will be assigned a score of +2’, according to
Polanyi and Zaenen’s solution. However, since the negation not’
precedes the word, the negation will reverse the score to ’-2’. This
method will transform the text data to a numerical-based score
system, which will in turn, helps the machine learning models find
the patterns for classification more accurately and efficiently. The
bigger visions of this method were not only identifying the exis-
tence of polar expressions' but also their implicated ’intensity’. For
example, if *good’ is the equivalence of a ’+2’ score, then ’excellent’
should be the equivalence of a ’+4’ score. A slight disadvantage of
this method in terms of handling negation is that the score is only
reversed if the polar expression immediately follows a negation.

A third solution, proposed by Choi and Cardie, was to apply a
set of previously-defined inference rules to phrase[4]. For example,
if we apply the rule Polarity( Negative Polar (-) + Preposition +
Negative Polar (-)) = Positive Polar (+) to a phrase "Lack (-) of Crime
(-)’ then the model will evaluate it as a positive expression. This
method requires a large predefined set of semantic rules and the
phrases should be syntactically accurate. With designing, imple-
menting, and testing this solution, Choi and Cardie’s test results
indicated their models outperformed the models that use scopes of
negations that consider no-rule-based expressions.

These papers are just some of the solutions that are proposed in.

4 DESIGN

The framework of the project includes four major elements: Data
Collection [RED], Data Preprocessing [BLUE], Model Training
[PURPLE], Model Prediction and Evaluations [GREEN].

!Polar Expression: words that indicate emotions
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Figure 1: Framework

First Stage - Data Collection: Data Collection includes gath-
ering data that includes two important features: Text Review and
Grade Review (Star ladder or simple Positive/Negative). There are
many sources that include Sentimental Analysis datasets, which
include reviews from reliable sources such as Amazon, Airlines,
etc. The dataset used in the project is the Amazon Reviews dataset,
which will contain reviews from 2000 to 2015, with millions of
reviews, and is one of the most helpful and reliable online review
sources [9]. It also has the star rating, which serves labels for the
dataset. The dataset satisfied all of the requirements needed for a
Sentiment Analysis model: It contains many data points (more than
100 million) in order to fix common problems in training ML models
such as (over-fitting, lacking data, etc...). It also contains the features
needed (text review, star reviews) for Sentiment Analysis training.
Lastly, it comes from a reliable source (Amazon official dataset),
carefully preprocessed by Amazon engineers for researchers to
study and test on.

In addition to the reviews data from Amazon, the corpus of nega-
tion word, positive word, and negative are also in need. Since the
algorithm depends heavily on correctly identify Negation words
and Sentiment words, these corpus needs to be complete and accu-
rately represent their intentions. The Sentiment Corpus used for
the project is provided by Minging Hu and Bing Liu[7], which in-
cludes 4800 negative sentiment words and 2000 sentiment positive
words. While it is arguable that the sentiment words in English
are more than 7000 words, the corpus provided are the total 7000
words that are widely and most commonly used sentiment words
in online media, therefore covers most, if not all, of the reviews in
my dataset. The Negation Corpus is mainly from the Vader Corpus
by C.J. Hutto[8]. The Corpus has been standardized and added as
one of the major Negation corpora in Natural Language Processing
Toolkit

Second Stage - Preprocessing: Preprocessing Data is the main
algorithm that was developed in this project. For every review
that is to be preprocessed, the algorithm should generate a compact
vector that displays all the information of the review, rather than the
review itself. The vectors should have the information on negations,
sentiments in the review, and their relationship to each other. From
that information, we would be able to generate an accumulative
score that will ultimately predict the sentiment of the review as
either "Bad", "Good" or "Neutral".
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The overview of the algorithm is as following: For every re-
view, the algorithm checks and store every negation and sentiment
words that appeared in the review. If the review does not have any
sentiment words, the algorithm will disregard the reviews. If it is
vice-versa, it will identify the relationships between the negation
words and the sentiment words that follow it. If the sentiment words
do not have a relationship or have any negation words that precede
it, we will increment either positive or negative scores based on
the positive/negative bias of the sentiment word. If a relationship
exists between negation words and the sentiment words, we will
identify and calculate how strong the relationship is and convert
them into scores, using the formula as follow:

1

Negation_Score = — - -
Distance(Negation word, Sentiment word

The assumption of the formula is that the further the two words
are from each other, the less strong the relationship and the more
unlikely that the negation word will reverse the sentiment of the
sentiment words.

Algorithm 1: Preprocess Review

Result: Five dimension array with features: [negation count,
sentiment count, positive score, negative score,
accumulative score]

initialization;

while For each sentence in a review do

Get a list of negation and sentiment word;

if There’s no sentiment word then

‘ pass;

else

Add number of negation word, sentiment word to the

appropriate feature;

while For every negation word that precede a sentiment

word do
Calculate Negation Score based on the distance of
the pair;
Add it to accumulative score;
end
while For the sentiment words that were not paired with
a negation word do
if the sentiment word is positive then
‘ +1 for positive score;
else
‘ +1 for negative score;
end
end
Add Positive Score and Negative Score to the
Accumulative Score;

end
end

In the end, the algorithm will generate the following 5 features:
e The number of negation word
e The number of sentiment word
e Positive/Negative Scores, generated by sentiment words that
holds their true meaning
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e The Accumulative Scores = Negations Scores + Positive
Scores - Negative Scores

These features will become the variables that would predict the
sentiment of the whole reviews.

Third Stage - Model Training: At this stage, the data set that
has been processed will be applied to two types of model: the
Logistic Regression model and Neural Network model.

Logistic Regression is one of the most popular probabilistic clas-
sification models in Machine Learning.[3]

exp(Po + p1Xi + foXo + P3X3 + PaXy + P5Xs)
1+ exp(Bo + p1Xi + foXa + B3 X3 + faXy + f5X5)

The Logistic Regression operates as followed: X; to X5 depicts
the 5 features that is provided from the preprocess. Pr(Y; = 1|X;)
depicts the probability (from 0 to 1) of what labels is most fitting
given the five features. By constantly training the model with the 5
features and their correct label, the model will automatically adjust
the f variables so that when the model is given a set of features
to predict the label, the model will calculate the probability based
on the features and the trained (and now fixed) labels for the three
presented labels "Good", "Neutral" and "Bad". The label with the
highest probability be the predicted label of the model.[13]

Neural Network is also regarded as one of the most popular and
effective models in classifications. The Neural Networks operates
similar to Logistic Regression. Each of the five features will be
contained in five nodes. Those nodes will them connects with the
nodes from the hidden layers, each of those nodes contain a weight
that will determine the importance of each features will be. By
training the models, we actively changes the weight of the hidden
nodes to convey which features factors more into the predictions
and which are less.[6] In the end, when the model is used to predict
an label, it will receive 5 features, multiply each with the weight of
the nodes, and output a prediction label. [15] [5]

Pr(Y; =1|X;) =

Figure 2: Example of a Neural Network[1]

Fourth Stage - Model Prediction and Evaluation: In stage
4, we will divide the test set of the data into 2 separate parts: The
features that will be used to generate predictions, and the labels
that will be used to compare with the predictions to observe the
accuracy. After being trained, we would feed the ML models with
unlabeled preprocessed features. and let the models from stage 3
predict the data point as conveying positive or negative. We would
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then compare with the true label of the dataset and extract the
accuracy of the model.

5 RESULT

With 105,000 data points being trained, and 45,000 data points being
used to test, the algorithm achieved the following results:

Logistic Regression: The model trained and rendered achieved
52% accuracy, with most of it accuracy falls in the class of "Good"
and "Bad". The preprocessing algorithm assigns the score of posi-
tive and negative to the review that the algorithm was assessing.
Therefore, it is highly possible that those result in positive score will
be categorized into the "Good" class and those result in a negative
score will be categorized into the "Bad" Class. With most of the
reviews is one-sided, using emotion keyword that points to either
positive or negative emotions, the algorithm has achieved true pos-
itive/ true negative more than 80% of the time. The "Neutral" Class,
however, is hard to predict accurately, with mix emotion sentences
and keywords that leads to False Positive/False Negative rather
than True Neutral.

Prediction/Actual 109;‘51‘:‘0 Classifier

Good 794
Bad 633
Neutral 6765 5446 1072
Good  Bad Neutral
0 V11471

Figure 3: Logistic Regression Confusion Matrix

Neural Network: The Neural Network achieved a close prox-
imity accuracy, 54.43% accurate predictions. The predictions of each
labels also has the same result as the Logistic Regression models,
as "Good" and "Bad" classes have good predictions and "Neutral"
class has a low-accuracy predictions. Another contribution to the
54.43% accuracy score, is that the loss value of the Neural Network
is higher than expected. The loss value of Neural Network deter-
mines how well a Neural Network is optimized with the dataset to it
efficiency.[2] The lower the score, the more optimized the network.
With an optimized Neural Network’s loss value usually smaller
than 0.5, the Neural Network that is developed and trained above
can be an under-optimized Neural Network.
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Figure 4: Neural Network Confusion Matrix

The major flaw of the models is that it fails to categorized most
data point with "Neutral" class. The "Neutral" class, depicts the
indifference feeling of the customers toward the product. The cus-
tomer would use a mixture of positive and negative to describe what
they like and don’t like about a product that lead to a "Neutral"
feeling. It is hard to categorize this class because the class is on the
border of "Good" and "Bad". The ideal scenario, and the scenario
that my algorithm is aiming for, is that the amount of negative
and positive indications are balance, which will lead the category
"Neutral". However, as the result shows, only 20% of the case are so,
and categorized as a "Neutral” class. In many cases, even though the
positive and negative indications were not balanced, the customers
would still give it a "Neutral" emotion class.

6 FUTURE WORK

The design of the algorithm is based on many assumptions about
sentiments in text. Therefore, the assumption that Neutral class re-
sulted from a balance of Positive and Negative indications, have led
the models in the project produce poor predictions on the Neutral
class. For the model to be more accurate and predict the Neutral
Class better, further study the pattern of "Neutral" class and add it
as a feature such that when the pattern appeared, the data point
will be categorized correctly, thus improving the accuracy of the
model.

Efficiency of the preprocessing algorithm also raise a big prob-
lem. Having to check whether each word in the review belongs to
one of the categories (Negation, Positive, Negative) is extremely
time-consuming. However, the algorithm is possible for parallelism,
which decrease the process of preprocessing significantly, allowing
the model to handle bigger datasets.

7 CONCLUSION

The growing use of technology and the internet brings with it
a growing needs of automation, especially towards texts. In the
growing e-commerce business, automating reviews from text to
score will not only aid the purchasing decision of a customer, but
also aid the evaluation on quality and quantity of the products by
companies. This paper introduced a new process of handling and
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preprocess data, especially negation within the context of sentiment

analysis, that would generate a good model for Sentiment Analysis.

Were the requirements only identify "Good" versus "Bad" labels, the
preprocessing algorithm above will generate a predictive models
that can achieve up to 80% accuracy. However, were it to predict
more labels, there are still rooms for improvements. By combining,
expanding the algorithm shown in this paper, researchers will be
able to create a multi-class prediction model that could apply not
only in e-commerce, but also other areas as well.
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