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ABSTRACT

Artificial Intelligence (AI) has been used extensively in the field of
medicine. More recently, advanced machine learning algorithms
have become a big part of oncology as they assist with detection
and diagnosis of cancer. Convolutional Neural Networks (CNN) are
common in image analysis and they offer great power for detection,
diagnosis and staging of cancerous regions in radiology images.
Convolutional Neural Networks get more accurate results, and more
importantly, need less training data with transfer learning, which
is the practice of using pre-trained models and fine-tuning them for
specific problems. This paper proposes utilizing transfer learning
along with CNNis for staging cancer diagnoses. Randomly initialized
CNNss will be compared with CNNs that used transfer learning to
determine the extent of improvement that transfer learning can
offer with cancer staging and metastasis detection. Additionally,
the model utilizing transfer learning will be trained with a smaller
subset of the dataset to determine if using transfer learning reduced
the need for a large dataset to get improved results.
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1 INTRODUCTION

Artificial Intelligence (AI) has grown into an advanced field that
plays a major role in our healthcare. Al in conjunction with Ma-
chine Learning (ML), has been aiding radiologists with detecting
cancerous regions [2], determining if the cancerous region is benign
or malignant [5], to what degree cancer has spread outside of the
initial area [6], how well a patient is responding to treatment [8],
and more. Among many ML methods assisting radiologists, Con-
volutional Neural Networks (CNN) are deep learning algorithms
capable of extracting features from images and making classifi-
cation using those features [4]. CNN’s are one of the major deep
learning methods on image analysis and have become a popular
tool in Al-assisted oncology [2]. Over the years many studies have
attempted to improve the accuracy of these implementations by
comparing different CNN architectures [14], addressing overfitting
of the models, using continuous learning [12], transfer learning
[14], etc. This proposal aims to improve cancer staging CNNs by
applying transfer learning methods and combining the unique im-
provements that CNN and transfer learning methods can offer. In
this paper, related work for implementation of CNNs and transfer
learning for cancer detection is examined and compared to set up
an understanding of the algorithms and the tools, the implemen-
tation of the CNNs and transfer learning is described, and finally

the evaluation method for determining the accuracy of the CNNs
is mentioned. Additionally, major risks for the implementation and
a proposed timeline of the implementation are included.

2 BACKGROUND

This section focuses on outlining the main components of what is
being proposed in this paper. CNN’s and transfer learning methods
are used frequently in recent related research and it is important to
understand the basics of how they work.
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Figure 1: Simple CNN implementation (derived from Choy
et al. [4])

2.1 Convolutional Neural Network

Convolutional Neural Networks are a subset of deep learning meth-
ods that extract features from images and further use these features
for classification. CNNs are optimized for having images as input
and since radiology is image focused, CNNs are one of the most
common Al methods used in radiology [16]. A CNN consists of
convolution and pooling layers. Figure 1 shows the layer layout of
a basic CNN [4]. Convolution layers include filters that, through
training, learn to create a feature map which outputs detected fea-
tures from the input [16]. This feature map is then fed to a pooling
layer, which downsizes the image by picking either the maximum
value from the portion of the image that was covered by the con-
volution filter or the average value from the portion of the image
that was covered by the convolution filter. These two pooling meth-
ods are referred to as Max Pooling layer and Average Pooling
layer respectively. The purpose of pooling is to reduce computa-
tion and/or avoiding overfitting the model. At the end of the last
convolution and pooling layers there is fully connected (FC) layer
which is used as the classifier after the feature extracting process.
Figure 2 visualises a CNN with two convolution layers and two
pooling layers. There are multiple architectures for CNNs which
use different layer combinations [16] and these architectures are
used in detection, segmentation and diagnosis steps of oncology

@
@
®
=



v

97

. Conv Pool
ReLU

g

} » >
|

Conv Pool
ReLU

Input

Figure 2: CNN with two conv and pooling layers (derived
from Soffer et al. [16])

[14]. Among the common architectures there are: AlexNet and
VGG architectures. AlexNet is the shallow one of the two with five
convolutional layers. AlexNet can have different numbers of pool-
ing layers, normally on the convolutional layers that are closer to
the FC layer. Figure 3 shows the AlexNet architecture without the
pooling layers included. VGG is a deeper CNN with VGG16 having
sixteen layers and VGG19 having nineteen layers. Both VGG16 and
VGG19 are very clear about how many convolutional and pooling
layers are included. Figure 4 shows a VGG16 architecture along
with a breakdown of the layers. As shown in figure 4, pooling lay-
ers are present after every two or three convolutional layers in
the VGG16 architecture. Both AlexNet and VGG16 have been used
in cancer detection systems [16]. AlexNet, as the shallower of the
two architectures is more commonly used for detection while VGG
is used for diagnosis since it is a deeper network and as a result
can extract more precise features from the radiology images. I am
using a VGG16 architecture for the transfer learning experiment
on the my dataset and a model closely similar to the VGG16 for the
non-transfer learning part of the software.

Conv3 Conv4

Input data Convl Conv2 Conv§

EC

=T=

= (&P

13x13x384 13x13x384 1313 256

5% 55 x 96
227x 227 X 3 4096 4096
Figure 3: AlexNet architecture (derived from Han et al. [7]).
AlexNet includes five convlution layers and a combination
of pooling layers after any of the convolution layers

2.2 Transfer Learning

Transfer learning is inspired by the way humans learn new knowl-
edge. The core concept is built around the idea of not isolating
different learning environments, as knowledge gained from one
learning process can be used in a different learning process with a
different but similar goal. CNNs are commonly known to require
large amounts of data for reasonable levels of accuracy, and as a re-
sult, training CNNs could face problems such as: not having access
to enough data, not having access to enough hardware resources for
computation, time-consuming training process, etc. Transfer learn-
ing can reduce the need for large sets of data while also increasing
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Figure 4: VGG16 architecture (derived from Peltarion web-
site [11] based on Simonyan et al. [15]). VGG16 includes a
total sixteen layers of convolution and pooling

the accuracy of the CNN [13]. When a CNN without transfer learn-
ing is being trained, it is initialized with random weights and biases
between the nodes of the network, however, in transfer learning, a
pre-trained model is used as the initial state of the network and as a
result less data is required to train a capable model for the original
problem. This pre-trained model is a network that was trained to
solve a different but similar problem. For instance, if we have a
functional model that can detect horses in images, the model can be
used, with little fine-tuning, for transfer learning into a new model
that aims to detect dogs. Transfer learning can be very useful in
cancer detecting CNNss as it helps improve and expedite the training
process. Transfer learning with [1] and without [13] fine tuning has
been used in medical imaging systems and has shown improved
results. My software will be aimed to compare results of cancer
metastasis detection with and without transfer learning and it will
utilize fine-tuning.

3 RELATED WORK

Substantial research has been done on the usability of both CNN
and transfer learning methods and how they can improve the re-
sults of Computer-Aided Detection (CADe) and Computer-Aided
Diagnosis (CADx) systems. Shin et al. use three different CNN archi-
tectures along with transfer learning for cancer detection and have
published very thorough results in their work [14]. Shi et al. use
similar methods to reduce the number of false positives in cancer
detection [13]. Bi et al. [2], Hosny et al. [8] and Soffer et al. [16] all
have thoroughly explored the current and future applications of
CNNss in cancer detection.

4 DESIGN

The process of acquiring images and pre-processing the data is
no different than other cancer detection CNNs, I will be using the
Breast Histopathologic Cancer Detection dataset from Kaggle [10].
This dataset includes over 200,000 images of breast pathology scans
and it includes both images of metastatic cancer which was spread
to other tissue and benign tumors that have not spread to other
places. Determining if cancer has spread to other regions is a crucial
part of staging the cancer in the National Cancer Institution’s TNM
staging system [3]. Table 1 and Table 2 show how the TNM system
is utilized for each patient’s staging and how important detecting
the spread of cancer and the extent of the spread is.
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Range Meaning
T 0-4 Size of the tumor,
bigger number means bigger tumor
N 0-3 Number of nearby lymph nodes
affected by cancer spread
M| 0-1 Whether the cancer has spread to
a distant organ

Table 1: The meaning of T, N and M numbers in TNM staging
system. (derived from: National Cancer Institute’s website

[31)

Stage
Stage 0

Meaning
Abnormal cells present
but no cancer present yet.
Cancer is present

Stage I, Il and III
Stage IV

Cancer has spread to
a distant organ
Table 2: Staging of the final TNM number. (derived from: Na-

tional Cancer Institute’s website [3] )

Figure 5 shows the proposed framework of this project. This
framework will be applied to both non-transfer learning and the
VGG architectures with the key difference that the pre-trained
model will only be used in the VGG architecture for transfer learn-
ing. Each architecture will be given exactly the same dataset to
compare the results and check if transfer learning improved the re-
sults. Afterwards, the VGG architecture with the pre trained model
for transfer learning will be trained once more with significantly
less data to compare the results and check if transfer learning will
indeed reduce the need for a large dataset to achieve better results.
As shown in figure 5, the datasets will be pre-processed before be-
ing used for feature extraction in the CNN or for the classification,
this includes downsampling the photos to a smaller size to reduce
the load and improve the speed of training.
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Figure 5: The overall framework of the project

Layer Trainable
1 Conv 32 Yes
2 Conv 32 Yes
3 Conv 32 Yes
3 Pooling Yes
4 Conv 64 Yes
5 Conv 64 Yes
6 Conv 64 Yes
7 Pooling Yes
8 | Conv 128 Yes
9 | Conv 128 Yes
10 | Conv 128 Yes
11 Flatten Yes
12 | Dense 256 Yes
13 Dense 1 Yes

Table 3: Layers of CNN in non-transfer learning model

Layer Trainable
1 Input No
2 Conv 64 No
3 Conv 64 No
4 Pooling No
5 | Conv 128 No
6 | Conv 128 No
7 Pooling No
8 | Conv 256 No
9 | Conv 256 No
10 | Conv 256 No
11 | Pooling No
12 | Conv 512 No
13 | Conv 512 Yes
14 | Conv 512 Yes
15 | Pooling Yes
16 | Conv 512 Yes
17 | Conv 512 Yes
18 | Conv 512 Yes
19 | Pooling Yes
20 Flatten Yes
21 | Dense 256 Yes
22 | Dense 1 Yes

Table 4: Layers of VGG16 CNN ImageNet transfer learning
model with frozen and trainable fine-tuning layers

Tables 3 and 4 show the details the CNN layers used for the
model without transfer learning and the VGG model using transfer
learning. I have decided to use the pre-trained model trained on
the ImageNet dataset [9] on the VGG CNN. Table 4 shows that the
first eight convolution layers of the VGG CNN were chosen to be
frozen with the ImageNet weights and biases for feature extraction
and the remaining five convolution layers are chosen to remain
trainable for fine-tuning the model for detecting cancer metastasis
in this specific dataset.



4.1 Training and Results

The dataset was not balanced with the cases of cancer spread. So
I chose about 80,000 of each of the two classes. A subset of 8000
images of each class was utilized as the validation files. Files from
the remaining images in the dataset that were not used for training
or validation will be used for testing the evaluation and validity of
the results. Training on the non-transfer learning model are shown
in figure 6. Figure 7 shows the training, validation accuracy and loss
for the VGG16 model utilizing transfer learning with the ImageNet
dataset. The slight increase in accuracy on the same data can be
explained by the bigger model and the frozen layers pre-trained on
extracting features from the images. Figure 8 shows the training
and validation accuracy along with the loss for the same VGG16
model with the only difference that only half of the dataset was
used for training and validation at 40,000 images of each class.
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Figure 6: Training and validation accuracy and loss of the
non-transfer learning model
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Figure 7: Training and validation accuracy and loss of the
transfer learning model on ImageNet VGG16
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Figure 8: Training and validation accuracy and loss of the
transfer learning model with half of the dataset

The models were saved after training and used on a test dataset.
This test dataset is 8000 images of each class that were not used
for training and validation steps. The saved models were used for
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evaluating the models on their performance outside of the training
process. Table 5 represents the results of this evaluation. Based
on the results, using transfer learning not only improved the final
results by roughly three percent it also had improved results when
only half of the dataset was used for training.

Model Evaluation result
Basic CNN 89.68%
VGG CNN using transfer learning
with ImageNet Dataset 92.12% ‘
VGG CNN using transfer learning
with ImageNet Dataset trained only
on half of the dataset 91.84% ‘

Table 5: Final results used on the testing dataset not used in
the training and validation steps

4.2 Validation of Results

The testing dataset included 16000 images which were 8000 images
of each class. This testing dataset was not used in the training and
validation steps, meaning the dataset was never seen before by the
models. The benefit of using new images for evaluation is two fold:
first, it shows that the training didn’t overfit the model to only the
training and validation datasets and second, it makes sure that the
model is extracting features and classifying the images based on
the correct features and not a coincidental set of features in the
training and validation datasets.

5 FUTURE WORK

Using the final model trained and created by this software towards
more complex problems and datasets would be my first idea of how
to move forward after this. The model can be used for transfer learn-
ing in datasets that include the TNM staging numbers or datasets
that have history of patient’s visits for evaluating the response to
cancer treatment. Another direction that this work could be help-
ful to build upon is to use different pre-trained models instead of
ImageNet. Using models previously trained on clinical applications
as opposed to generalized image datasets such as ImageNet and
Ciphar could potentially improve the results as the model would
be more specialized in the radiology detection world of datasets
rather than images of everyday objects.
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