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1 INTRODUCTION

Ensemble learning has received great attention from the Machine
Learning community as the aggregated output of multiple learners
is often better than that of any single one of them. For classification
problems specifically, several methods have been proposed to com-
bine multiple classifiers’ predictions: Voting, Bagging, Boosting,
Stacking, etc. Among these methods, Voting is very important not
only because it is a simple, intuitive, and effective method in and of
itself but also because it plays the role of determining the collective
prediction in other ensemble frameworks like Bagging and Boost-
ing. However, there has not been much discussion about leveraging
the consensus of the base classifiers in unlabelled data in order to
better inform the final prediction. My proposed method identifies
the data points where the ensemble reaches consensus and where
conflict arises in the unlabeled space. A meta weighted KNN model
is trained upon this half-labeled set with the labels of the consensus
and the conflict points marked as "Unknown", which is treated as
a new, additional class. The predictions of the meta model are ex-
pected to better inform the decision of the ensemble in the case of
conflict. This suggestion may be linked to Semi-supervised Learn-
ing. In fact, some Semi-supervised algorithms make use of the same
concept. In this literature review, I will examine the relevant pieces
in each of the two domains: Voting Ensemble and Semi-supervised
Learning and how my proposed method is located between them
and makes use of their advantages to solve a particular problem.

2 VOTING METHODS

In this section, I will present some of the most commonly used
voting schemes as well as their strengths and weaknesses.

2.1 Majority Voting
Majority Voting or Plural Voting is probably the most well-known
voting system due to its straightforwardness. A class is assigned to
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a sample if it receives a majority of votes from the base classifiers.
However, there are different definitions of “majority.” Depending on
the situation, it can mean unanimity, simple majority (i.e. more than
50% of the base classifiers agree on a label). Yet, the most common
approach has been that whichever class receiving the most votes
“wins” and becomes the ultimate prediction. Simple Majority Voting
makes a lot of assumptions about the relative accuracy of the classi-
fiers and each classifiers’ performance with respect to a particular
class [9]. In reality, most of these assumptions are not accurate.
However, the simplicity and efficiency of this method still makes it
one of the favorite options of Machine Learning practitioners.

2.2 Weighted Voting

Another popular voting technique is Weighted Voting. Weighted
Voting drops one of the assumptions made by Majority Voting
[9]. Instead of considering the predictions of the base classifiers
equally likely to be accurate, Weighted Voting attaches different
weights to the classifiers’ predictions based on their performance
in the training set. One of the most well-known representative of
this approach is the voting system of AdaBoost, which trains a
number of weak learners, weights them differently based on their
error rates, and aggregates their predictions by taking into account
these weights [5]. Other techniques make use of fuzzy sets [3],
particle swarm optimization [7], genetic algorithm [11], or weight
assignment based on a classifier’s relative performance with respect
to others’ [4].

2.3 Support Function

With a support function, instead of being confined to a single out-
put class, a base classifier can provide their predictions in terms
of the probabilities of a sample belonging to each of the available
classes. The term "Support Function" is used by Wozniak et al. in
their survey of classifiers combination [13].

One of the widely used type of probability is the a posteriori prob-
ability. Kittler et al. have proposed a variety of rules by which a
class’ a posteriori probabilities from different base classifiers can
be combined [8]. Later work has focused on comparing the effec-
tiveness of these rules under various conditions [1].

The value of the support function can also be the rankings of the
classes. In this case, the method is known as Borda Count, which
outperforms Majority Voting in some experiments [10].

2.4 Important Observations

While the aforementioned methods tackle the problem differently,
they all agree on one point: it is critical for the ensemble to be
diverse. This concept of diversity can be interpreted and measured
in a variety of ways. Usually, it is important that the classifiers don’t
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make the same mistake together. Some diversification strategies
are using different underlying algorithms for the base classifiers or
different feature sets [8], and bootstrapping.

3 SEMI-SUPERVISED LEARNING

Semi-supervised learning is a broad field. Therefore, I will only
examine the areas that are relevant to making use of the ensemble’s
consensus on unlabeled data. Before I go into the details of each
area, let us quickly touch upon the rudiments of semi-supervised
learning. The big problem that semi-supervised learning tries to
solve is that labeled data for training is often insufficient and diffi-
cult to acquire while unlabeled data is abundant. Semi-supervised
learning aims to fully exploit the few labeled samples available to
extract patterns from the pool of ample unlabeled data [12]. The
term "semi-supervised” suggests that many of the methods in this
field are combinations of the approaches taken in supervised and
unsupervised learning.

3.1 Inductive versus Transductive

The landscape of semi-supervised learning methods comprises of
two major approaches: Inductive and Transductive [12]. The goal of
an inductive framework is to build a mechanism that can indepen-
dently predict unlabeled samples one by one. This goal is shared
with most of the supervised algorithms but the training process of
an inductive algorithm takes in both labeled and unlabeled data
[12]. On the other hand, a transductive method seeks to optimize
the predictions for each space of data. This space contains samples
that are either labeled or unlabeled and a transductive algorithm
attempts to use the distribution of the entire space to provide a set
of predictions for all data points. In other words, the input for a
transductive algorithm is the whole data space, not a single data
point [12]. In this aspect, my method is similar to the transduc-
tive approach when the meta model needs to be fed the complete
unlabeled set. However, while most transductive algorithms use
graph theory to model the similarity among the data points [12],
my method looks to draw a connection between the patterns in
the training set and those in the unlabeled set via inspecting the
consensus of the base classifiers.

3.2 Tri-Training

Introduced by Zhou and Li in 2005, Tri-Training is an inductive
method designed to address the limitations of the Co-Training al-
gorithm that had sparked widespread attention earlier [14]. For
Co-Training to work, it is crucial that the dataset can be divided
into two sufficient and independent views for simultaneous train-
ing of two separate learners [2], which is not always possible to
satisfy. To bypass this hard requirement, Tri-Training uses three
classifiers instead of two. All of them are trained upon the same
complete dataset. When it comes to leveraging unlabeled data for
“refinement”, a classifier is given a sample to train with the label
agreed upon by the other two [14]. A variation of Tri-Training is
Multi-Train when more than three classifiers are used and a sample
is accepted for the refinement of one classifier if a majority of the
rest of the classifiers return the same label [6].

It is not difficult to point out the similarities between my idea and
that of Tri-Training, when my meta KNN model learns from the
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data labeled based on the base classifiers’ consensus. However, there
are fundamental differences between my method and Tri-Training:

o As mentioned, Tri-Training falls under the inductive ap-
proach while my method is generally transductive.

e My meta KNN model does not learn from the labeled data
in the training set.

e There is no co-training. In other words, my meta KNN model
does not affect the base classifiers in any way. Hence, there
is no refinement of the base classifiers using unlabeled data.

e My meta KNN model also takes into account the uncertainty
of the nearby conflict points.

4 CONCLUSION

In this literature review, I have covered two major domains: Vot-
ing Ensemble and Semi-supervised Learning, and how my method
stands between them. The theoretical motivation for my method
is that it can take advantage of the collective decisions of a voting
system and summarize how strong these collective patterns are
in the unlabeled set to assist with the classification of the conflict
points. The distinctions between my method and the techniques dis-
cussed in this review, specifically Tri-Training, reflect the different
objectives that the two methods are pursuing. While Tri-Training,
a representative of semi-supervised learning, tackles the lack of
labeled data, my method aims at detecting fake patterns that exist
in the training set but not in the unlabeled set, thereby reducing
the chance of overfitting.
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