ABSTRACT
Speaker and Speech recognition systems are present to enable users to communicate via voice to computers. However, these systems use Machine Learning processes to achieve their desired functions. Due to the lack of diversity of datasets in all areas such as race and age, machine recognition of individual voices is biased toward the data used in training. These recognition systems are ubiquitous in several everyday applications including smart speakers, customer care centers, and other speech-driven analytics[14]. In such technology domains, questions like: How do we represent individuals from all demographic groups? What is the practical applicability of such a speaker recognition system? Is this system fair? How do we identify biases in this system?, and How might we mitigate these biases? are being addressed at a rapid pace. Making speaker recognition personalizable on a certain number of training data sets is a solution that could address most of these questions posed. To this end, my project is a personalized Speech recognition system that recognizes only the user. Based on existing open source code on Voice Assistant programs, I have implemented the wake word classification aspect of my speaker recognition which recognizes non-users all the time and the user 50% of the time.
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2 INTRODUCTION
Voice Recognition or speaker identification refers to identifying the speaker, rather than what they are saying. Regardless the two are quite related and recognizing the speaker can simplify the task of translating speech in systems that can be trained on a specific person’s voice.

The Voice Recognition Market was valued at $9.56 billion in 2021. The global speech and Voice Recognition market was then projected to grow from $11.21 billion in 2022 to $49.79 billion by 2029 at a CAGR of 23.7% in the forecast period[1]. As we make our lives smart, so is the demand for Voice Recognition to make interacting with smart life easier.

In other domains such as cybersecurity, voice identification passwords are more secure than traditional passwords. Voice Recognition is also useful in situations where users are handicapped or unable to use the traditional typing and clicking method of communicating with smart devices.

Based on the demand and applicability of Voice Recognition, we get a measure of its importance in our daily lives as we advance technology.

Numerous things can interfere with Voice Recognition software. These could include Voices in the Background, Speed of communication, Distance from the microphone, and similar-sounding words. Another problem, one which led me to this project is the bias in speech recognition and the difficulty in personalizing software.

Thus I address the question, How can I make speech recognition personalized?

2.1 Automatic speech recognition (ASR)
The aim of ASR is to transcribe human speech into spoken words. This is based on identifying various speaker attributes. It also maps variable lengths of speech to varying lengths of words. ASR has advanced due to the advancement of deep learning and big data.

Some speech recognition systems require “training” (also called “enrollment”) where an individual speaker reads text or isolated vocabulary into the system. The system analyzes the person’s specific voice and uses it to fine-tune the recognition of that person’s speech, resulting in increased accuracy. Systems that do not use training are called "speaker-independent" systems. Systems that use training are called "speaker dependent".

Most ASR systems are statistical. Acoustic modeling and language modeling are two important parts of modern statistically-based speech recognition algorithms. The acoustic model is used to relate the audio signal to the phonemes. Here, the model learns from sets of audio recordings and their corresponding transcripts. Language Modeling uses a probability distribution over sequences of words. Given any sequence of words of length m, a language model assigns a probability to the whole sequence.

To fully personalize a speech recognition system, we need the system to respond only to one voice or a set of voices. To do this, speaker identification has to be embedded in the ASR system to classify sounds into user vs non-user of the system.

2.2 Speaker identification Systems
Speaker identification software uses audio analysis techniques to identify and verify the identity of a speaker. No two individuals sound identical because parts of their voice production organs are different. In addition to these physical differences, each speaker has his or her characteristic manner of speaking, including the use of a particular accent, rhythm, intonation style, pronunciation pattern, choice of vocabulary and so on[10]. With the Speaker Identification systems, there program usually involves an enrollment and recognition process. During the enrollment process, features of the speaker are extracted and used to train a speaker model. In the recognition process, we take features of an unknown, and compare it to the speaker model’s database to give a similarity score. The similarity score is then used to make a decision about the identity of the unknown speaker.
Thus, making a software capable of extracting and recognizing the feature vectors of any target speaker (user) can make speech recognition and personalization easy. The features will have to be extracted from a dataset which will be used in training and testing process of program.

The rest of the paper talks about the dataset, Neural Networks and Related Work, as well as the design, implementation and evaluation of the program.

3 DATASET

What a NN can learn depends on the data used to train it. For the purpose of this work, we need the Speech Recognition System to learn nuances of speech. Common Voice, an open-source speech data set initiative led by Mozilla, will be used as a dataset as it represents a variety of ages, gender, and so on. The data set used is the Common Voice Delta Segment 12.0. It has a size of 1.22 GB with 63 recorded hours, 64 Validated Hours, and 1,152 voices.

Besides Common Voice as a dataset, recordings of my voice and ambient noise will also be used to train the model. Since we want the system to be personalized and we want correct representations of the accuracy of the Voice Classification NN, I have trained the model with 200 2 seconds data files for 0 classification and 100 2 seconds data files for 1 classification. This ratio is good enough to keep all non-users out and give only user access to the program. Also, 2 seconds is the average time it should take for the user to call the wake word of the program. It should also be the maximum length of audio utterance needed for the program to identify the speaker.

4 NEURAL NETWORKS AND RELATED WORK

Neural Networks is a structural program that is made up of nodes and layers that interact to receive inputs and work toward a desired output. The outmost layers are the input and output layers and the middle layers are what we call hidden layers. These hidden layers have activation functions that takes in input and provides an output based on the activation function type. It could be sigmoid function, softplus, or ReLU function. The process by which an input reaches the activation function is guided by weights and bias which influence the range for the activation function. In general, NN use weights and bias generated from a method called back propagation to stretch and fit data inputs to a certain range in an activation function.

4.1 Deep Learning

Deep learning is a machine learning technique that teaches computers to do what comes naturally to humans: learn by example. It is the key to voice control in consumer devices like phones, tablets, TVs, and hands-free speakers. In deep learning, a computer model learns to perform classification tasks directly from images, text, or sound. Deep learning models can achieve state-of-the-art accuracy, sometimes exceeding human-level performance. Most Models are trained by using a large set of labeled data and neural network architectures that contain layer(s).

Several Neural Network models are used in the processing of speech. In my speech processing system, there is a Convolutional NN for speech feature extraction, and a Recurring NN (Long Short Term Memory -LSTM- NN) for Speaker Identification and linguistic modeling. Pytorch, as my Deep Learning framework of choice, will be used to implement the Speech Recognition model.

4.2 Convolutional Neural Network

A CNN convolves learned features with input data, and uses 2D convolutional layers, making this architecture well-suited to processing 2D data. A convolutional neural network is more specific in the tasks that it accomplishes. The CNN is designed to have multiple layers; including a convolutional layer, non-linearity layer, pooling layer, and fully-connected layer. CNN has an excellent performance in machine learning problems. Especially the applications that deal with image data, such as the largest image classification data set (Image Net), computer vision, and natural language processing (NLP).

Convolutional Neural Networks are relevant to my work because CNNs are primarily used to solve difficult image-driven pattern recognition tasks and with their precise yet simple architecture, offer a simplified method of getting started with Artificial Neural Networks. Thus, in the context of my work, CNN will be used to analyze spectrograms generated from audio data for easy classification and phonemes recognition. This will be in the speech recognition aspect of the program.

4.3 Recurring Neural Network

Recurrent neural networks, also known as RNNs, are a class of neural networks that allow previous outputs to be used as inputs while having hidden states. RNNs have a long history of applications in various sequence learning tasks Werbos (1988); Schmidhuber (2015); Rumelhart et al. (1985). RNNs have the possibility to process an input of any length, their model size not increasing with the size of the input, and their computation takes into account historical information, and weights shared across time. Long Short-Term Memory NN, a variant of RNN can in principle store and retrieve information over long time periods with explicit gating mechanisms and a built-in constant error carousel. This makes them capable of learning order dependence in sequence prediction problems. Due to these features, LSTM NN will be the layer for language processing and speaker identification.

5 DESIGN AND IMPLEMENTATION

5.1 Data Processing Pipeline

As shown in figure 1, while the program runs, it will listen for the wake word or the uttered speech. The program receives audio input from the microphone and analysis the audio data to make meaning out of it. Since the data input is in the form of sound, numerous nuances exist to be considered in analyzing the data. For example, a word could be said in different pitches (frequencies), intensities (loudness), and lots of background noise, which makes it difficult to discern the truth from the data. Thus, we have to extract the important features and discard the noise. Generally, audio files are treated as wav or mp3 files and while reading an audio file we get the sampling frequency and the audio waveform. The properties of audio could be divided into two properties, the physical properties, and the linguistic properties.
we can utilize these NN models for speech recognition and language processing. Thus, to personalize the system, during data processing, we need to perform a speaker identification with NN to determine the validity of the speaker. This is particularly where my senior capstone project is mainly based.

5.2 Speaker Identification Neural Network Model

Several Neural Network models are used in the processing of speech. In my speech processing system, there is an LSTM for Voice Classification(speaker identification). For the speech recognition, the model is based on a speech recognition system consisting of a CNN layer, two dense layers, a Long Short Term Memory (LSTM) NN variate of an RNN, and an extra dense layer with a softmax activation classifier. Between each layer, there is layer Normalization, Gelu Activation, and Dropout to make the network more generalizable. These models for speaker identification and speech recognition are modified from an open source Voice Assistant Program[11].

The speaker identification was implemented via Keras. Keras is a deep learning API written in Python, running on top of the machine learning platform TensorFlow. Keras is used to build machine learning models. Keras’ models offer a simple, user-friendly way to define a neural network, which will then be built for you by TensorFlow. TensorFlow is an open-source set of libraries for creating and working with neural networks, such as those used in Machine Learning (ML) and Deep Learning projects. Keras is perfect for those that do not have a strong background in Deep Learning but still want to work with neural networks. Using Keras, you can build a neural network model quickly and easily using minimal code, allowing for rapid prototyping.

I used the sequential class of the Keras Models API to help create and train a binary classification RNN for my wake word detection. The sequential class is used to create a layer for Mel Frequency Cepstral Coefficients(MFCC) and spectrum augmentation. The spectrum augmentation takes out portion of the spectrum for increased real world application. This NN created by the sequential class takes in the waveform and converts it into an MFCC. This MFCC is then fed into the speaker recognition model to be classified. The model assigns 1 to "wake" and 0 to "not wake" from the sea of sound. The model has two NNs. An LSTM and a linear NN. Input and hidden layer information are passed onto the LSTM NN and the output of this is then fed into the classifier(linear NN) for a final output of either 1 or 0.

6 RESULTS AND CONCLUSION FOR SPEAKER IDENTIFICATION NN

Precision of the classifier is the ability not to label a negative sample as positive. The Recall is the ability of the classifier to find all positive samples. The F1-score is the harmonic mean of precision and recall. It combines both precision and recall into a single metric. The support gives the number of actual occurrences of the class in the dataset. Finally, the weighted average is useful when the class distribution is imbalanced. It provides a comprehensive evaluation of the model’s performance on each class. The Speaker Identification in the wake work model is analysed based on the metrics defined above the yield the following output:
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Table 1: Train Report

<table>
<thead>
<tr>
<th>Train Report</th>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>support</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.79</td>
<td>0.94</td>
<td>0.86</td>
<td>265</td>
</tr>
<tr>
<td>1.0</td>
<td>0.63</td>
<td>0.29</td>
<td>0.40</td>
<td>93</td>
</tr>
</tbody>
</table>

accuracy 0.77 358

macro avg 0.71 0.61 0.63 358

weighted avg 0.75 0.77 0.74 358

Table 2: Test Report

<table>
<thead>
<tr>
<th>Train Report</th>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>support</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.89</td>
<td>1.00</td>
<td>0.94</td>
<td>16</td>
</tr>
<tr>
<td>1.0</td>
<td>1.00</td>
<td>0.33</td>
<td>0.50</td>
<td>3</td>
</tr>
</tbody>
</table>

accuracy 0.89 19

macro avg 0.94 0.67 0.72 19

weighted avg 0.91 0.89 0.87 19

We see from the report that the program was 100% precise at not mistaking wake word for a non wake word. It was able to predict non wake words 89% of the time. The program detected 50% of the wake words. On average, the wake word detection performed well for a first time implementation. It can however be improved based on number of hidden layers, and better datasets.

7 FUTURE DEVELOPMENTS

To the end of a complete program I still need to implement the Speech Recognition and Natural Language Processing aspect of the program, incorporate Speech Synthesis in program, make the program interface with device microphone, and assemble a product that compiles and begins training when program is setup with given arguments.

To improve the speaker classification, I will find the optimal hidden layer number, number of data sets, and the activation function type to train the program to an optimal output.
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