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ABSTRACT

This project focuses on developing an Al-powered music recommen-
dation system by harnessing diverse music data sources with the
main dataset Million Song Dataset (MSD) and having sub-datasets
within MSD involving cover songs, lyrics, user data, genre labels,
and similarity. Employing machine learning techniques such as con-
tent based filtering and deep learning will achieve the best results,
providing users with personalized and diverse music recommenda-
tions. The objective is to create an efficient music recommendation
system that enhances user music discovery and satisfaction.
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1 INTRODUCTION

Music consumption and discovery have been dramatically trans-
formed in recent years, owing to the advent of digital streaming
platforms and the proliferation of music databases. Amid this evolv-
ing landscape, the application of Al to music recommendation
systems has emerged as a pivotal endeavor. The promise of enhanc-
ing user experiences and facilitating the exploration of a vast and
diverse repertoire excites music enthusiasts. This proposal intro-
duces what an Al-driven music recommendation system is through
data gathering, preprocessing, model construction, evaluation, and
user-centric considerations [2]. These considerations will include
the user’s involvement, experience, and overall system usability.
After collecting the data from MSD, the steps for preprocessing will
need to be usable. The preprocessing includes cleaning the data,
checking for missing values, and creating features based on the
song’s tempo, loudness, etc [12]. The Million Song Dataset encom-
passes diverse music-related information, involving cover songs,
lyrics, user data, genre labels, song-level tags, and similarity.

The efficacy of the music recommendation system hinges on ex-
tracting relevant features from the dataset, creating an easy and fast
working system for the user. Features of interest are genres, tempo,

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.

Conference’17, July 2017, Washington, DC, USA

© 2023 Association for Computing Machinery.

ACM ISBN 978-x-xxxx-xxxx-x/YY/MM...$15.00
https://doi.org/10.1145/nnnnnnn.nnnnnnn

artist popularity, user listening history, and more. The subsequent
construction of the recommendation model involves a multifac-
eted approach, such as content-based filtering and deep learning.
These techniques are tools to discern patterns within the music data,
enabling the system to provide personalized recommendations.

2 DATASET

This section introduces one dataset that will be used in the research.
The choice of dataset depends on your specific project goals, data
availability, and the type of music recommendation system you
intend to build. Combining multiple datasets is common to create
a more comprehensive and accurate model [1]. With the Million
Song Dataset, I will be using sub-datasets to include in my work to
improve my recommender system [5].

SecondHandSongs dataset -> cover songs
musiXmatch dataset -> lyrics

Last.fm dataset -> song-level tags and similarity
Taste Profile subset -> user data
thisismyjam-to-MSD mapping -> more user data
tagtraum genre annotations -> genre labels

Top MAGD dataset -> more genre labels

2.1 Million Song Dataset

The Million Song Dataset is a freely available collection full of audio
features and metadata for a million contemporary popular music
tracks. The core of the dataset is the feature analysis and metadata
for one million songs, provided by The Echo Nest. The dataset does
not include any audio, only the derived features. Note, however,
that sample audio can be fetched from services like 7digital, using
the code Million Song Dataset provides. The purposes of the dataset
are:

o To encourage research on algorithms that scale to commer-
cial sizes

e To provide a reference dataset for evaluating research

e As a shortcut alternative to creating a large dataset with
APIs (e.g. The Echo Nest’s)

o To help new researchers get started in the MIR field [5].

3 METHODS

There are numerous methods to achieve the task at hand, however,
the proposal will only focus on Content Based Filtering and Deep
Learning. These methods will be essential for the work at hand
to produce the Al music recommendation system. The choice of
method depends on the specific goals of the music recommendation
system and the nature of the available data. These methods will
achieve the best results, providing users with personalized and
diverse music recommendations.
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3.1 Content Based Filtering

Content based filtering recommends music based on the content
attributes of songs and the user’s historical preferences. It focuses
on matching user profiles with music features like genre, tempo,
and lyrics [10]. The item description and a profile of the users
orientation play an important role in Content-based filtering. Con-
tent based filtering algorithms try to recommend items based on
similarity count [13].

o Pros: Personalization, transparency, less data dependency,
and no cold start.
o Cons: Profile narrowness, over-specialization, and staleness.

Like all recommender systems, content based filtering has both
pros and cons. These Pros and Cons come from user experiences. It
is good that there are no cold start problems because it can cause
issues for the filtering algorithm not to make recommendations,
as it relies on interactions. A cold start is when items or songs are
added to a catalog with either none or very few interactions [8].

One way to avoid the cold start problem is to combine differ-
ent types of recommender systems, such as collaborative filter-
ing, content-based filtering, and knowledge-based filtering. Hybrid
models can leverage each approach’s strengths and compensate for
others’ weaknesses [9].

3.2 How Content Based Filtering Works

Creating a content-based profile of users is done with the help of a
weighted vector of item features. The weights denote the impor-
tance of each feature to the user. It can be calculated from individu-
ally rated content vectors using various proficiencies. Below shows
CBF mechanism, which includes the following steps:

(1) Educe the attributes of items for recommendation.

(2) Compare the attributes of items with the preferences of the
active user.

(3) Recommend items according to features that fulfill the users
interests.

When the attributes of the items and the user profiles are known,
the key role of CBF is to determine whether a user will like a
specific item. This task is traditionally answered by using heuristic
methods [3] or classification algorithms, such as: rule induction,
nearest neighbors methods, Rocchio’s algorithm, linear classifiers
and probabilistic methods [6]. I plan to use classification algorithms
for the recommender system.

3.3 Deep Learning

Deep learning methods are all neural networks. Deep learning is
using a neural network with several layers. These include deep rec-
ommendation models, which are used to model complex patterns
in user behavior and music features for more accurate recommen-
dations [2] and [11].

Deep learning, a branch of machine learning, is an algorithm that
attempts to perform high-level abstraction of data using multiple
processing layers that contain complex structures or consist of mul-
tiple nonlinear transformations. The uniqueness of deep learning is
that it allows multiple processing layers to be composed while the
processing layer can be a traditional neural network or algorithms

Evan Griswold

in other fields. Such a computing model can not only be extended
but also learned [14].

e Pros: Highly effective, scalability, state-of-the-art perfor-
mance, and continuous improvement.

e Cons: Data dependency, complexity, and limited data effi-
ciency.

A deep belief network (DBN) is a multi-layer learning archi-
tecture that uses a stack of RBMs to extract a deep hierarchical
representation of the training data. In such design, the hidden layer
of each sub-network serves as the visible layer for the upcoming
sub-network [7]. When learning through a DBN, firstly the RBM
in the bottom layer is trained by inputting the original data into
the visible units. Then, the parameters are fixed up, and the hidden
units of the RBM are used as the input into the RBM in the second
layer. The learning process continues until reaching the top of the
stacked sub-networks, and finally, a suitable model is obtained to
extract features from the input. Since the learning process is unsu-
pervised, it is common to add a new network of supervised learning
to the end of the DBN to use it in a supervised learning task such
as classification or regression. [4]

4 EVALUATION

The evaluation plan should define its goal as precisely as possible.
The plan is to use content based filtering and deep learning together
to perform the desired tasks within the recommender system. The
way these will be evaluated will be through trial and error and from
the feedback collection system that the user will provide. Necessary
changes will be accounted for and improved in the system.

5 FUTURE GOALS

Upon achieving satisfactory performance, the recommendation al-
gorithm is seamlessly incorporated into a user-friendly platform
with an intuitive interface. This interface becomes the conduit
through which users interact with the system, fostering an engag-
ing and efficient music discovery experience. Moreover, provisions
are made for feedback collection, ensuring continuous improve-
ment and adaptability to evolving user preferences. Crucially, the
ethical dimensions of user data handling and privacy concerns are
addressed with utmost diligence. Stringent measures are imple-
mented to safeguard user data, affirming a commitment to data
security and user privacy throughout the system’s life cycle.

6 TIMELINE
My plan for CS 488 in 15 weeks:

(1) Gather code and info from online source(s) (Million Song
Dataset)

(2) Begin writing pseudocode and plan out organizing files

(3) Work on first draft of paper and begin testing code

(4) First draft of paper due and edit code (run tests and continue
working on improving system)

(5) First draft of software due

(6) Edit first paper and look for more sources online (GitHub
and sub-datasets from MSD)

(7) Create a GitHub archive and organize code into folders
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Figure 1: Process diagram of content based algorithm
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Figure 2: Content Based Filtering

(8) Run program and test algorithms and edit first draft (If nec- (12) Third draft of paper due (keep testing recommendation sys-
essary) tem)
(9) Second draft of paper due and work on cleaning up program (13) Demo video two due (check files and continue working on
(Think of other ways to improve system) recommender system)
(10) Demo work video one due (improve code and system) (14) Clean up/finalize recommendation system (get ready for final
(11) Continue improving code and program in areas that need it submissions)

(ask questions and watch videos for help) (15) Final versions of paper, poster, and demo video three due
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7 CONCLUSION

This proposal discussed the dynamic and multifaceted nature of
music recommendation systems. It represents an opportunity to
shape the future of music discovery, providing users with personal-
ized and engaging experiences. As music streaming platforms and
user expectations evolve, this endeavor remains vital in enhancing
the intersection of Al and music, offering a road map for ongoing
innovation and refinement in music recommendation. I first ex-
plained the information of what is going to be done, starting with
the introduction. Second, I explained the specific datasets that will
be used. Thirdly, I discussed the methods that will be used to gather
data. Lastly, I dove into the extra goals that would be nice to delve
into.
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