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ABSTRACT
Pet identification is important for veterinary care, pet ownership,
and animal welfare and control. This proposal presents a solution
for identifying dog breeds using dog images. The proposed method
applies a deep learning approach to identify the dog breeds. The
starting point for this method is transfer learning by retraining
existing pre-trained convolutional neural networks on the Stanford
Dog database. Three classification architectures will be used. These
classifiers will take images as input and generate feature matrices
based on their architecture. The stages these classifiers will undergo
to create feature vectors are 1) Convolution to generate feature
maps and 2) Max Pooling: highlight features are extracted from
the feature maps. Data augmentation is applied to the database to
improve classification performance.
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1 INTRODUCTION
The field of Machine Learning in Computer Vision is growing. Tech-
nological developments have impacted the field to gain increased
momentum [8]. Machine learning improves system performances
by learning from experience via computational methods [14]. It
allows data analysis to be performed by a computer in place of hu-
mans [8]. The main task of machine learning is to develop learning
algorithms that build models from data by feeding the learning
algorithm with experience data that can make predictions on new
observations [14]. There are multiple applications for Machine
Learning, and classification problems are one of them [6]. The
process that the system uses to learn from data is iterative. This
means as the model continues to be exposed to more data, it will
learn from the new data [8]. The motivation for this paper is to
learn how to use classification tools to identify dogs from different
breeds through digital photographs. Currently, human face iden-
tification is successfully used for authentication and security in
many applications. There are multiple efforts in researching the
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animal recognition field [2]. Dogs are known for being man’s best
friend. There are over 180 dog breeds. According to Borwarnginn
et al., dog breed recognition can be important in providing proper
training and health training. Usually, dog breed recognition is done
by humans; however, some dog breeds may be difficult to recog-
nize due to their physical similarities. The current papers use the
methodology and results of fine-tuning Convolutional Neural Net-
works (CNN) for two different architectures using the Stanford Dog
Database (see Figure 2.) [10]. CNNs are becoming more popular for
image classification [8]. CNN is a feed-forward Artificial Neural
Networks and deep learning class, and it can take images as input.
CNNs have at least one fully connected layer followed by the de-
sired number of fully convolutional layers as a standard multilayer
network [1].

Computer vision is a field of Artificial Intelligence that uses
computers to get information from images, videos, etc. Some tech-
nologies used in Computer Vision include image processing, Ma-
chine Learning, and pattern recognition. Deep learning, a subset
of Machine Learning, can create different features during training
from the original images [2]. In this project, I am aiming to use a
fine-tuned CNN, specifically ResNet, NASNet, and InceptionV3, on
the Stanford Dogs Database to enhance the accuracy and efficiency
of dog breed identification from digital photographs and evaluate
the incorporation of flipped images from the same database as data
augmentation technique that may contribute to the robustness of
the model.

2 BACKGROUND AND RELATEDWORK
Several traditional techniques were used before machine learn-
ing in image identification problems became more popular. These
methods, which relied on handcrafted features and heuristics to rec-
ognize patterns in images, Feature Extraction, Image Segmentation,
Handcrafted Neural Networks, etc. The research of Borwarnginn
et al. addresses some of the challenges of some of the traditional
approaches that attempted to solve the problem of dog breed classi-
fication using methods such as Coarse to fine classification [4][2].
However, for image classification problems, it seems like machine
learning outperforms traditional techniques.

3 METHODOLOGY
This project attempts to be a deep-learning architecture to improve
dog breed identification using the Stanford Dog Database with
20,580 images. This database contains 120 different dog breeds and
is a subset of ImageNet. It is separated into a training data set with
12,000 images and a test database with 8,580 images. Both sets have
images of different sizes, and every image has a label representing
the dog’s breed [10]. Using a similar approach as Borwarnginn et
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al., the project will require three main phases: data preparation,
training, and testing. The research of Rhodes and Borwarngin et
al. decided to identify the dogs’ faces rather than a broader picture
frame, excluding the dogs’ bodies and backgrounds. Borwarnginn
et al. focused on dog face recognition, using a CNN-based model
for dog breed identification and applying transfer learning and data
augmentation techniques. Additionally, Raduly et al. proposed a
system that takes as input an image of a dog provided by the user
and returns information about the dog’s breed. I am attempting to
use the whole image from the raw data with the dog’s images. The
data will be divided into two categories for the training and testing
process [2].

• Data Preparation: The Stanford Dog Database is one of the
public databases for dog breed classification. According to
[5], images of 120 breeds of dogs worldwide. This dataset
has been built using images and annotation from ImageNet
for the task of fine-grained image categorization. My goal is
to use the images raw from the database. Half of the training
set will be augmented using flipping. Horizontal axis flipping
is much more common than flipping the vertical axis [11].
TensorFlow will be used to do the augmentation work.

• The dog breed identification model: This model will undergo
training on an extensive database comprising dog images
to get the ability to identify various dog breeds. The initial
phase of training involves the understanding of traditional at-
tributes [2]. As the models go deeper into the database, they
attain a holistic understanding involving the identification
of entire objects, such as dogs, and parts of them such as tails
or ears, and the relationships between these elements. A nat-
ural characteristic of these models lies in their autonomous
learning capability, requiring no explicit instructions for fea-
ture identification. The necessity for manual specification
of these parts is obviated, as the model autonomously un-
derstands relevant features through a process denoted as
feature learning. This methodology emulates the model’s
training to adeptly recognize dog breeds, alleviating the need
for exhaustive manual intervention.

• Model Training: a CNN undergoes a crucial iterative process
to learn and associate features from a vast labeled database
of dog images with their respective breeds. Each dog image
serves as input to the model, and the corresponding breed
label acts as the ground truth against which the model re-
fines its predictions. The training process involves adjusting
the internal parameters of the model through optimization
techniques. This process occurs over multiple epochs, with
each epoch representing a complete iteration through the
entire training database. The training database is typically
processed in smaller batches, and the model’s performance
is periodically evaluated on a separate validation set to en-
sure effective generalization. Metrics such as accuracy guide
the assessment of the model’s learning progress. Optional
practices, including early stopping and fine-tuning, may be
employed to prevent over-fitting and enhance overall model
performance. The success of model training is fundamental

Figure 1: Overview of the proposed framework. This figure
is adapted from the graph in [2].

to the subsequent testing and deployment phases, determin-
ing the model’s ability to accurately classify dog breeds in
unseen data.

3.1 Transfer Learning
According to Raduly et al., transfer learning helps improve the
performance of models without starting from scratch. Instead of
training models completely new, it uses ones that have already
learned common features, often from the ImageNet database. To
make these models more useful for specific tasks, researchers fine-
tune their knowledge on a focused dataset. This way, they keep
the general knowledge the models gained earlier but tailor it to
be really good at a particular job. This approach not only makes
learning more efficient but also lets models quickly adapt to new
tasks, making transfer learning a useful way to boost performance.
The learning of these models means fine-tuning the training data
with learned weights and biases. This research will be composed of
three public CNNs that will perform feature extraction [1].

• ResNet: Residual Neural Network is a deep learning model
in which the weight layers learn residual functions with
reference to the layer inputs. A Residual Network[1] is a net-
work with skip connections that perform identity mappings,
merged with the layer outputs by addition [3].

• NASNet: is an architectural building block on a small data-
base and then transfer the block to a larger database. The
NASNet model achieves state-of-the-art results with smaller
model size and lower complexity (FLOPs) [13].

• InceptionV3: is a convolutional neural network for working
with image analysis and object detection. Inception helps
with classification of objects [12].

3.2 Feature Extraction
The features are extracted using pre-trained models, which are
trained on ImageNet to a fully connected layer [1], and the final
layers for identification are fixed.
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Figure 2: Example of Stanford dog Public Database

3.3 Data Preparation
Deep learning has outperformed in computer vision tasks. However,
it requires a lot of data training to avoid over-fitting [2]. The most
common method to avoid over-fitting on training data is to use
different transformations before the feed-forward passes during the
training [10]. The over-fitting behavior happens when the model
gives accurate predictions with training data but not new data.
There can be many reasons why this undesired behavior happens,
but one of them is when the training data is too small and does not
have enough data samples. Although many researchers apply data
augmentation, there are many ways in which this problem can be
approached[2].

3.4 Data Augmentation
Once the transfer learning phase is done, data augmentation will
be applied to the training data set using TensorFlow methods to
flip images (see Figure 3.) Data flipping is a technique that directly
augments the existing images by performing a geometric transfor-
mation of the image. The augmented images keep the same label
as the original image. In this project, data augmentation is used to
increase the database [2]. According to [9], all the transformations
of data augmentation are affine transformations of the original
image that take the form:

𝑦 =𝑊𝑥 + 𝑏

The data will be transform within some set of parameters. This
process will contribute to two things 1) it will increase the data
set that is use to work with and it helps ensure that the model can
recognize the breed of the dog even if the image is slightly moved
[7].

3.5 Evaluation
To evaluate the proposed method of this project, two scenarios will
be evaluated: 1)applying data augmentation and 2) not applying
data augmentation. Similarly to Sulyok, I may use accuracy as
a metric for evaluation and precision to have more results. The
accuracy will be captured on the training and test databases. This
metric represents the mean percentage of correctly classified classes
on a database.

Figure 3: Example of an image from the Stanford Dog Data-
base being flipped horizontally

3.6 Timeline
January.

• Week 1-2: Project definition, goal setting and literature
and proposal review. Go back to all used literature and read
it again and search for their code. Simultaneously, check
my database and create a rough architecture model of my
implementations.

• Week 3-4: Reviewing and database processing. I will start
very roughly to do changes to my database if needed to fit
my model. As well as starting to set Linux so I can run my
project as well as writing the first lines of code.

February.

• Week 1-2: Data Reprocessing and putting together mod-
els. Keep working on writing code and running program.
Implementation of TensorFlow and CNN architectures. Si-
multaneously, be working on the writing final paper first
draft.

• Week 3-4:Manipulating, and debugging . Working heavily
in solving all the code and implementation issues.

March.

• Week 1-2:Model implementation.Working heavily in trying
to put all the architecture together.

• Week 3-4: Have a decent final draft for final paper and keep
debugging.

April.

• Week 1-2:Model training and evaluation. Have some results.
If needed, fix errors.

• Week 3-4: Results analysis and discussion. Generate data
visualizations to use on paper and final presentation poster.
Present project at Epic Expo at Earlham College.

May.

• Week 1-2: Finalize final paper.

4 CONCLUSION
The motivation of this model is to learn how to use a machine
learning classification tool in order to classify images and dog
breeds. I tried the CNN method to see how well they can predict
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dog breeds. I am also curious about how these compare with other
such as Xception.
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